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ABSTRACT ARTICLE HISTORY
Urban land use is central to urban planning. With the emergence Received 17 November 2022
of urban big data and advances in deep learning methods, sev- Accepted 8 July 2024

eral studies have leveraged graph convolutional networks (GCNs)
with local functional characteristics from points of interest data
and spatial features from flow data to infer urban land use.
However, these studies cannot distinguish spatial interaction and
spatial dependence in terms of conceptualization and modeling
mechanisms and overlook the inadequacy of GCNs in modeling
spatial interaction. This study proposes a novel framework—a het-
erogeneous graph convolutional network (HGCN)—to explicitly
account for the spatial demand and supply components
embedded in spatial interaction data. Several experiments, includ-
ing 19 different models and datasets from Shenzhen and London,
were conducted to validate the proposed framework and its gen-
eralizability within the same and different spatial contexts. The
HGCN can distinguish heterogeneous mechanisms in supply- and
demand-related modalities of spatial interactions, incorporating
both spatial interaction and spatial dependence for urban land-
use inference. Empowered by HGCN, we found that spatial inter-
action features play a distinctively crucial role in urban land-use
inference compared to local attributes and spatial dependence
features. In addition, our findings highlight the superiority of
HGCN-based models in boosting performance and enhancing
model transferability.

KEYWORDS
Heterogeneous graph
convolutional networks;
spatial interaction; urban
land-use modeling

1. Introduction

Urban land use is a central theme in urban geography, planning, and transportation.
Identifying the functional uses of urban lands is crucial for understanding urban
spaces and evaluating planning strategies (Zhang et al. 2018, Chen et al. 2021).
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Conventionally, understanding the functional uses of urban lands has relied heavily on
survey data, which are costly to collect and difficult to update promptly, rendering it
challenging to gain an in-depth understanding of the dynamics and vibrancy of urban
functions (Cheng et al. 2006). Remote sensing data have been widely used in land-use
and land-cover change studies (Seto and Fragkias 2005, Ma et al. 2019). This approach
functions relatively effectively in detecting land cover, defined by the physical features
of the Earth’s land surface and immediate subsurface, including the biota, soil, topog-
raphy, water bodies, and built-up areas; however, its performance is highly limited in
distinguishing between different functional land uses (commercial, industrial, public
facilities, residential, etc.) within urban areas (Lambin and Geist 2008).

Emerging sources of urban big data, such as social media data, points of interest
(POI) data, and mobile phone data, help elucidate the use of urban spaces at a fine-
grained spatiotemporal resolution (Goodchild 2007, Crooks et al. 2015). A large body
of literature utilizes the local characteristics of urban places, generally represented by
POI data, to infer urban land use based on the assumption that the function of a place
depends on the human activity that occurs there (Jiang et al. 2015, Gao et al. 2017,
Yan et al. 2017, Zhai et al. 2019, Niu and Silva 2021). However, a city is not a collection
of isolated areas but a network of connected functional places where people travel.
From a supply-demand perspective, when the supply of certain functions in one place
is insufficient, individuals travel to other places to fulfill their demands. This functional
complementarity results in spatial interactions (Wang 2016). Therefore, the function of
one place not only depends on its local characteristics and similar functions of nearby
places but also interacts with the functions of other places with different local charac-
teristics. In this study, we define spatial interaction as social and economic linkages
driven by the spatially distributed supply and demand of land-use functions between
places, commonly realized by commuting, shopping, school trips, etc. In contrast, spa-
tial dependence, as defined in this study, only reflects spatial (auto)correlation; spa-
tially proximate units tend to have more similar attributes (Anselin 2013).

Utilizing the rapid advancements in deep learning, several recent studies have com-
bined different sources of urban big data, such as urban imagery data and human
movements from mobile phones or GPS data, and have achieved improvements in
analyzing urban functions in various scenarios (Liu et al. 2016, Zhu et al. 2020, Deng
et al. 2022, Xu et al. 2022). One of the most widely used deep neural network models,
graph convolutional networks (GCNs), has been employed in numerous studies to
manage movement (or flow)-based spatial interaction data. However, these studies
have two limitations. In general, the distinction between spatial interaction and spatial
dependence has not been explicitly addressed in either conceptualization or modeling.
In particular, the inability of GCNs to sufficiently model the demand and supply com-
ponents of spatial interaction has not been recognized despite its adequacy in consid-
ering the spatial dependence of features.

To address these issues, this study proposes a novel framework called heteroge-
neous graph convolutional networks (HGCN) to explicitly account for the spatial
demand and supply components embedded in spatial interaction data, in addition to
considering local attributes and spatial dependence features, for urban land-use infer-
ence. This framework can distinguish between the underlying mechanisms of spatial
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interaction and spatial dependence features and has the capacity to incorporate both
mechanisms for urban land-use inference. By learning a heterogeneous representation,
the proposed HGCN captures (1) the multimodal nature of places (nodes) as
demanders or suppliers of urban functions and (2) the asymmetry of spatial interac-
tions (links) between places from either a flow generation or flow attraction perspec-
tive. This is achieved by innovatively devising a convolution operator based on spatial
accessibility. A series of carefully designed experiments (including 19 different models)
were conducted on datasets from two cities, Shenzhen and London, to validate the
proposed framework.

The remainder of this paper is organized as follows: In Section 2, we review the
relevant literature and identify the drawbacks of the existing research. In Section 3,
the HGCN framework is proposed with methodological details. In Section 4, we
describe the experiments and report the results of the proposed models and baselines.
In Section 5, we discuss these findings. In Section 6, conclusions are drawn, and future
work is presented.

2. Literature review
2.1. Theoretical foundations of urban land-use functions

Urban land use is urban planning-oriented and acts as a central vehicle for socioeco-
nomic activities occurring on the land surface, such as residence and employment
(Fresco et al. 1994). Urban land-use systems, as one of the most striking forms of
human-nature interactions, are shaped by the demands of human activities, the phys-
ical characteristics of land resources that provide specific functions, and the spatial
interactions between them (Liu et al. 2016). As Ullman (1954) argues, complementarity
is a precondition for spatial interaction. Classical urban theories have revealed the spa-
tial interactions induced by a supply-demand mechanism for certain functions, such as
agricultural production (Von Thinen 2018), transportation functions (Hansen 1959),
and occupational and residential functions (Alonso 1960).

Three key aspects are involved in this mechanism. One is ‘demand,’ referring to the
demand of places for human activities consuming goods or services, which further
leads to the location choice of places whose land uses supply the urban functions
demanded by human activities. The second is ‘supply,” which refers to the products or
services supplied by lands that can fulfill the demands of certain human activities,
such as commerce or residence. The third is the linkage between the spatially distrib-
uted supplies of urban functions and the demands of human activities, represented by
certain types of interactions between places, such as the movement of individuals,
goods, or information. The spatial interaction theory, which accounts for the supply
and demand of urban functions, has been incorporated into urban land-use modeling
to highlight the spatial processes involved and enhance the explainability of models
from an explicit spatial perspective. This is achieved through developing integrated
land-use and transport models (Hunt et al. 2005, Zhong et al. 2022) and disaggregated
methods empowered by the complexity theory of urban systems. Examples include
agent-based urban simulation models (Parker et al. 2003).
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2.2. Urban function inference based on local attributes

POI data are generally compiled using online digital maps to represent urban places
with functional properties (e.g. residential, commercial, and public facilities) as geo-
graphic points for mapping or navigation purposes. Several studies have used POI
data to extract urban features (Jiang et al. 2015, Gao et al. 2017, Yan et al. 2017, Zhai
et al. 2019, Niu and Silva 2021). However, despite their richness in reflecting urban
functional characteristics, the majority of POl data suffer from representativeness
issues. For example, service-related POIs generally have better representativeness than
industry-related POIs because the former are requested more frequently by users.
Recently, new methods have been used to elucidate the internal structure of cities by
developing quantitative methods that utilize POl data. These predominantly fall into
two categories: First, the density-based approach applies natural language processing
methods (such as latent Dirichlet allocation, probabilistic latent semantic analysis, and
term frequency-inverse document frequency) to extract the density distribution of
urban functions (Yuan et al. 2012). It regards regions as documents, POIs as words,
and urban functions as topics. However, the density-based approach focuses only on
the spatial distribution of different urban functions and disregards the spatial relation-
ships between them.

Second, semantic-based word embedding methods from recent deep learning
methods have been introduced to capture the spatial context of POIs (Yan et al.
2017, Niu and Silva 2021). This approach considers the relationship between the
type of the target POl and the types of its surrounding POls as analogous to
the relationship between a word and the word sequence (textual context) con-
taining that word. Embeddings for POls, that is, numerical vectors representing
POI types, can be constructed by extending textual contexts to spatial contexts.
Yao et al. (2017) used the Word2Vec model (Mikolov et al. 2013) to extract high-
dimensional vectorized features from POl sequences constructed based on spatial
proximity and captured contextual information. Several studies have subsequently
considered spatial proximity and extended the Word2Vec model to the Place2Vec
model (Yan et al. 2017, Zhai et al. 2019). Recognizing the inadequacy of
Word2Vec in capturing spatial heterogeneity among urban areas, Niu and Silva
(2021) applied the Doc2Vec model (Le and Mikolov 2014) to directly train vector
representations of urban areas and substantially improve the identification of
urban functional areas.

2.3. Graph neural network models and spatial interaction

The emergence of graph-based deep learning neural networks (GNNs) has provided a
new perspective for spatial interaction modeling, which considers the interactions
between places as a spatially embedded graph or network, where areal units are rep-
resented as nodes and interacting flows are represented as weighted edges (Liu et al.
2016, Zhu et al. 2020, Xu et al. 2022). However, the majority of existing spatially expli-
cit GNN models consider the spatial dependence (functional similarity) of urban func-
tions nearby, according to Tobler’s first law of geography. This is typically performed
in three forms: adjacency-based, distance-based, and link-based. The first two forms
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involve contiguity-based (Guan et al. 2023) and distance-decay-based (Xu et al. 2022)
neighborhood configurations, respectively. The third form uses flow data as links to
define the topological neighborhood (Liu et al. 2016), which is a network variant of
the first two forms. Consequently, none of the three forms represents the underlying
mechanism of spatial interaction theorized by Ullman (1954), that is, the function com-
plementarity or the supply-demand relationship between urban places, which is also
the definition used in this study.

Specifically, the spatial interaction between land-use functions requires the recogni-
tion of different functional roles of lands, that is, the role supplying land-use functions
and the role demanding them, which are captured by the heterogeneity of the direc-
tion and magnitude of spatial interaction flows, such as human mobility trips. To the
best of our knowledge, no GNN-based models have been developed for this purpose.
Therefore, to utilize the great potential of GNNs, the distinction between spatial inter-
action and spatial dependence must be explicitly treated in both conceptualization
and modeling.

3. Methodology
3.1. Proposed framework

3.1.1. Urban land-use inference problem

Given a set of spatial units U and their local attributes S relevant to certain urban
functions, we consider two types of spatial relationships, namely spatial dependence
Rp and spatial interaction R, between spatial units in the inference of land use Y.
That is, to determine function f :

f(S.Ro,R)) — Y, (1)

where y;=[t],...,t"] €Y, Y p,tk =1 represents the composition of land uses
within a spatial unit u; and m indicates the number of land-use types. For any spatial
unit u; € U, a set of POIs located within it, denoted as s; = {p/, ...,p,‘-s"‘} €S, can be
used to characterize the local attributes.

Given the urban land-use inference problem, we propose a novel framework,
the HGCN, which integrates spatial interaction theory with a carefully designed
graph neural network to account for the heterogeneity of spatial relationships (Rp
and R)). Specifically, a multigraph representation, G = (V,E), |V|=U|, is employed
to allow for multiple edges with different properties between the same pair of
nodes (Gjoka et al. 2011). To recognize the different roles of spatial units in spatial
interaction and dependence relationships, we define three heterogeneous edges
(meta-paths) E = {Ej5} U {Eout} U {Eqq;} : supply, demand, and proximity; accordingly,
we further define three modes—production, attraction, and adjacency—for a spatial
unit of land (node), which shifts modes adaptively conditioned on the meta-path
type (Figure 1). This draws inspiration from the meta-path method (Sun et al.
2011), a composite relation scheme containing prior knowledge that utilizes mes-
sage-passing to capture rich semantic information from distinct and heterogeneous
edges. Therefore, this framework can distinguish between the underlying
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Flow —>
Ageregaltion —-

Artraction mode

Ageregation

Adjacency mode

Flow —>
Ageregation >

Production mode

Figure 1. Three meta-paths centered around a specific node. These meta-paths reflect the multi-
modal nature of nodes (attraction/production/adjacency).

mechanisms of spatial interaction and spatial dependence and combine both
mechanisms in land-use inference.

Specifically, when one unit is in the attraction mode, this framework captures the
commonality and diversity of the spatial demands that this unit supplies through its
inflows from other units that are in the production mode. When one unit is in the pro-
duction mode, it captures the commonality and diversity of spatial supplies that this
unit demands through its outflows to other units that are in the attraction mode. The
multimodal nature of spatial units determines the type and asymmetry of their spatial
interactions with other units. When a unit is in the adjacency mode, it captures the
spatial dependence feature of its neighborhood, defined by the proximity relation of
the linkages.

Figure 2 illustrates the overall workflow. (1) During the pre-processing stage, we
use the Doc2Vec model to learn node embeddings (local attribute features) of each
spatial unit from POI data (Section 3.2); (2) In the HGCN framework, given the node
embeddings of spatial units, the framework explicitly captures spatial dependence and
spatial interaction features between spatial units based on adjacency and spatial flows.
Finally, we combine different features as combined node embeddings for each
spatial unit (Section 3.3); (3) In the function recognition stage, a position-wise feed-for-
ward network (FFN) (Vaswani et al. 2017) is employed to predict the proportion of vari-
ous urban land uses for each spatial unit based on the combined node embeddings
(Section 3.3).
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Figure 2. Proposed workflow.

3.2. Learning representation of local attribute features

POIs exist in online digital maps, often represented by point symbols indicating func-
tional elements such as shops, parks, and residences. Due to their strong timeliness,
accessibility, and rich semantics, we utilize them to characterize the function-related
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Figure 3. The representation of function-related local attributes of spatial units.

local attributes of spatial units. Technically, this process, as illustrated in Figure 3, can
be divided into two major steps:

Step 1: POl sequence generation (Yao et al. 2017). We begin by obtaining the set of

POIs s; = {p/, ...,p,‘s’l} € S within a given spatial unit u; € U. Afterward, we calculate
the spatial distances between each pair of POIs and designate the two with the far-
thest distance as the initial sequence I’@ = [p}, pf]. Subsequently, we iteratively add
POIs to the sequence until all within the unit are included. Suppose, at a given time-
stamp t, we need to insert a new POI p} into the sequence, we can identify a suit-

able position between two existing POls p;f’, p, satisfying the following condition:

arg min

oh (d,,t A d c/;h), 2)

where d,, is the length of the sequence at t|mestamp t—1 and dgh dgt d™" repre-
sents the “distances between the POI p? and p,, p? and pf, p! and p,, respectively.
After acquiring this POl sequence, we proceed to retrieve the level-2 category infor-
mation for each POI, constructing a textual sequence [c], ..., ,‘.s"], e.g. [recreational,
recreational, ..., foodstuffs, organization, accommodation]. This sequence effectively
captures the functional characteristics of each spatial unit.

Step 2: Semantic mining. The Doc2Vec model extends the idea of Word2Vec to pro-
duce fixed-length vectors for documents (Le and Mikolov 2014). To capture semantic

meaning and relationships in a vector space, it trains a neural network to predict the



INTERNATIONAL JOURNAL OF GEOGRAPHICAL INFORMATION SCIENCE @ 2243

context (words) of a given document. Given the similarity between ‘words-docu-
ments’ and ‘POls-spatial units’, we employ this approach to encode textual sequences
into vectors. In this approach, a POI class is represented as a vector in a shared vec-
tor space. POI classes with similar contexts are located near each other in space,
whereas POI classes that only occur in different and disconnected contexts are
placed further away. Doc2Vec aggregates the embeddings of POls, captures the spa-
tial proximity and context of POls in a spatial unit, and produces a node embedding
x; = [a}, ...,a"] € X for each unit u; € U.

3.3. HGCN

To incorporate the three different node modes (production, attraction, and adjacency)
and three types of meta-paths (supply, demand, and proximity) defined in Section 3.1,
we devise an HGCN layer based on conventional GCN layers (Kipf and Welling 2016),
as follows:

H' = HGCN(H™™",L,1) = Concat(Feat), Feat C {Ad}', Attr', Prod" }, (3)
Adj' = GEN(H' Wy L), (4)
Attr' = GCN(H'WE,IT), (5)
Prod" = GCN(H™'"W.,,., 1), (6)

where H' is the hidden state output by the t—th HGCN layer (H° is equivalent to the

local attributes X), L is the adjacency matrix with the addition of self-loops, I is the

normalized origin-destination matrix, and W“;dj, Vl/fn,Wéut are matrices of trainable
parameters (weights) in the neural networks. We use GCN layers GCN(-) to aggregate

the features pertaining to the three node modes (Adj’, Attr', and Prod"). Concat() is a

function that combines different features by concatenating vectors along the feature

dimension. Feat is a subset of the features {Adj", Attr', Prod'}, indicating that it can be

a set of any combination of different features in {Adj',Attrt, Prodr}. This process is

similar to the multi-head attention mechanism in the Transformer architecture

(Vaswani et al. 2017). However, the difference is that HGCN explicitly acquires spatial

interaction and dependence features from spatial flow data and spatial proximity,

whereas the Transformer architecture learns features implicitly from the data. In the
following, we introduce four specific steps for each HGCN layer:

Step 1: Three sets of trainable parameters W, Wi, W;,, are used to project H'™! into
three feature spaces pertaining to the production, attraction, and adjacency modes,
where the first two modes capture spatial interaction features, and the third captures
spatial dependence features.

Step 2: To capture the spatial dependence features, the subgraph Guq = (V,Eqq) is
used, and the GCN message-passing mechanism is applied to synthesize the neigh-
borhood information to represent the features of the adjacency mode (Equation (4)).
The neighborhood setting L can be further specified by adjacency (Lf}jj) and distance-
decay (L{’J‘/). The former represents the first-order queen neighborhood, and the latter
is a neighborhood that includes all other units but is weighted by their inverse
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distance to the target unit (Equation (7)), reflecting the two extremes of Tobler’s First
Law of Geography. The specific formula for the latter is as follows:

1+ max (d)°
dd _
Lk —In< a ) )

where d;; represents the distance between two spatial units, and & is the distance-
decay coefficient.

Step 3: Obtain spatial interaction information using inflow and outflow data. As
mentioned in Section 3.1, spatial units have two crucial modes: production and
attraction. The representations for the attraction and production modes are as fol-
lows:

1 Tii
Al‘tl'j0<—' —]'V,',
oY ®)
Prod ! Ty S
x—-N s,
"o — D /

s.t.
O = ZTif
J
D=y T
i

where Tj is the flow from units i to j; O; and D; are the marginal total flows at units i
and j, respectively; and V; and §; represent the vector representation of the demand
and supply of spatial units, respectively, and they are from the projected feature
spaces of H'W}, and H"'W! ,, respectively. According to the spatial interaction the-
ory, specifically Alonso’s model (Alonso 1960), the flow T; between i and j should
depend on the characteristics of the localities of the origin and destination, the alter-
native opportunities available from that origin, and the degree of competition exist-
ing at that destination:
1-ay/ p1-B
L ) )
Cij

where parameters o and B are values between zero and one, and ¢; represents the

spatial cost. Opportunities and competition are represented by A" and Bj‘1, respect-
ively, and are defined as follows:
B'Ps.
A._‘I = Ajil’ (10)
M=
_ A7,
BJ1ZZI ICA. . m
ij

Inserting Equations (9)-(11) into Equations (8), we can derive the production and
attraction as the following accessibility-based operators (Wang 2021):
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1 Vi 1 Vi
At o= (2 ) =8> A~ 12
/ Bj_1 F Gij Ai_1 / ; IC,'/' ! (12)

1 i1 i
PrOd’O(,FZ<f_;BT1>:A’ZBJ%’ (13)
j J j

where the attraction of a spatial unit of land is related to the demand of other units,
weighted by the inverse of spatial costs, with the opportunity effect normalized on
each i side and the competition effect normalized on the j side after the summation.
However, the production of a spatial unit is related to the supply of other units it
can access, weighted by the inverse of spatial costs, with the competition effect nor-
malized on each j side and the opportunity effect normalized on the i side after the
summation. Equation (8) can be integrated into the graph convolutional framework
by extending the message-passing mechanism. Technically, we need only extract a
subgraph Ggoy = (V, Efiow = {Ein U Eout}) and use the message-passing mechanism to
synthesize the supply and demand information.

Step 4: After obtaining the spatial dependence and spatial interaction features, their
vectors are concatenated along the feature dimension as node embeddings
(Equation (3)). Note that for each node, we use the same set of trainable parameters
(neural network weights), which are similar to the filters of convolutional neural net-
works (Krizhevsky et al. 2012). In addition, this model still has node-order equivar-
iance, which is significant in graph models.

3.3.1. Function recognition
After obtaining the node embeddings H!, we can predict the proportion of various
land uses within spatial units using a simple position-wise FFN (Vaswani et al. 2017):

Y = FFN(H'). (14)

Because all the embedding computations introduced above are completely differen-
tiable, the HGCN framework and urban function recognition stage can be trained in
an end-to-end manner once a suitable loss function is defined. In this model, our goal
is to minimize the difference between the predicted distribution and the actual distri-
bution. To achieve this goal, we select the KL Divergence as our loss function, defined
as:

Loss(Y,Y) =Y - log <7Y> (15)

where Y is the ground truth data of the proportion of various land uses within spatial
units. The underlying network architecture is shown in Figure 4.

3.4. Data and study areas

To demonstrate the feasibility of our framework in practice, a series of experiments
were conducted in Shenzhen, China. Also, to show that our framework can be applied
to other cities, selective experiments were conducted in London, UK (Figure 5). Both
Shenzhen and London are large cities with high population densities, diverse urban
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Figure 4. The underlying network architecture.

functions, and complex mobility patterns. We collected data on land use, POI, and
human mobility data from both areas. For Shenzhen, the spatial unit was defined as a
regular grid of 250m x 250m, while for London, the spatial units were delineated
coverage areas based on bike docking stations (see details of area delineation in
Appendix A). Land use and POI data were aggregated into spatial units for the two
cities.

POI data: We used POI data to quantify the urban functional features of the spatial
units (detailed in Section 3.2). The POI data for Shenzhen in 2018 were sourced from
AMap (https://ditu.amap.com/), comprising a total of 1,577,354 records. Each record
contains attributes of the corresponding POIl, such as longitude, latitude, name,
address, phone number, and a classification code with a three-level structure indicat-
ing the specific functional type (with 245 unique categories for level-2). London’s POI
data for 2020 were obtained from the Ordnance Survey, with records containing iden-
tical information to that for Shenzhen. It encompasses 490,626 records, classified into
52 unique level-2 categories.

Spatial interaction data (human mobility data): For Shenzhen, mobile phone data
for November 2018 were obtained from China UniCom, one of the largest communica-
tion operators in China, with more than 400 million users. The data records the daily
movements of users between the predefined 250 m x 250 m grids for 30days. There
are over seven million records, and each record includes the origin, destination, date,
and number of movements. The spatial interaction data of London were obtained
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Figure 5. Study areas: Shenzhen (top) and London (bottom).

from the Transport for London Bicycle Flows dataset, which records the hourly move-
ment of rental bicycles between parking stations in Central London. We used a full
year of cycle flow data for 2020, including 11 million cycle flow records between 786
parking stations in Central London (refer to Appendix B for the validity of this dataset).
Data pre-processing was performed to exclude distinct outliers in the speed and dur-
ation of use, and we made a daily average of the flows between any two spatial units
in both areas. Detailed elaboration on raw spatial interaction data can be found in
Appendix C.

Land use data: Land use data for both study areas were collected from an official
land-use survey. Land use data for Shenzhen were collected from the 3rd National
Land Resource Survey ‘Classification of Land Use Status’ (GBT 21010-2017) that was
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launched by the State Council in September 2018, which includes 53 detailed land-use
types. The data for London were derived from the Geomni UKMap Land Use dataset
(https://digimap.edina.ac.uk/os), which includes 15 land functional use types. To ensure
that the results were compatible with the two study areas, we aggregated data from
both study areas into eight land-use categories: commercial (such as wholesale, retail,
accommodation, catering, and financial land), industrial (such as industrial parks, facto-
ries, mineral extraction), residential, administration and public service (such as schools
and hospitals), street and transportation (such as transport tracks and transport sta-
tions), municipal utilities (such as utility services and infrastructure), green space and
parks, and non-constructive land (Table 1).

4, Experiments and results
4.1. Experiment design

Three sets of experiments were designed to answer the following questions (refer to
the experimental configurations in Table 2):

Table 1. Mean and standard deviation (SD) of the percentage distribution across eight land uses.

Shenzhen London

Category Mean SD Mean SD

Administration and public service 0.056 0.124 0.020 0.141
Municipal utilities 0.013 0.046 0.003 0.050
Commercial 0.088 0.160 0.242 0.428
Residential 0.261 0.273 0.463 0.499
Industrial 0.221 0.279 0.003 0.050
Green space and parks 0.048 0.131 0.062 0.242
Street and transportation 0.208 0.158 0.198 0.399
Non-constructive land 0.105 0.173 0.009 0.094

Table 2. Model specification with different features.

Spatial interaction
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Q1: Does land-use inference need to consider not only the local attributes of spatial units
and the spatial dependence between local attributes but also the spatial interaction
characteristics defined in the scope of this study?

Q2: Are the proposed HGCN-based models superior to the GCN-based models in terms of
capturing spatial interaction features?

Table 2 lists the three groups of models (A, B, and C) in terms of the types of fea-
tures considered. Group A includes traditional statistical and neural network models
that consider only the local attribute features. Specifically, Group A1 comprises three
recently proposed multi-layer perceptron (MLP)-based models with different methods
to learn POl embeddings, including Doc2vec, HGI (Huang et al. 2023), and Semantic
(Huang et al. 2022). Group A2 includes two traditional statistical models, namely the
general linear model (GLM) and Gaussian mixture discriminant analysis (GMDA), from
the relevant literature (Ju et al. 2003). Group B includes GCN-based models that con-
sider only the spatial dependence feature. GCN models were employed to incorporate
the spatial dependence between local attributes and attributes in the spatial neighbor-
hood based on adjacency and distance-decay settings, respectively.

Group C includes both GCN- and HGCN-based models that consider the spatial inter-
action feature with and without local attribute or spatial dependence features.
Specifically, Group C1 includes one HGCN model and three GCN models using inflows
(GCN;,), outflows (GCNyy), or averaged flows (GCN,,g) to construct graph-based spatial
neighborhoods. In Group C2, the L indicates the selected Doc2Vec model using only
local attribute features. The L+ model indicates that local attribute features are com-
bined with spatial interaction features extracted by GCN or HGCN mechanisms for land-
use inference. In Group (3, the GCN,g+model indicates that spatial dependence
features are combined with spatial interaction features extracted by GCN or HGCN
mechanisms for land-use inference. The HGCN,q is conceptually equivalent to the
GCN,q+HGCN. The structural specification of models in Table 2 is illustrated in Figure 6.

Comparison of the HGCN, L +HGCN, and HGCN,g; in Group C to those in Groups A
and B examines how different the impact of spatial interaction features is from those
of local attribute and spatial dependence features on land-use inference, and thus it
answers Q1. Moreover, comparison between HGCN-based and GCN-based models,
namely HGCN, L +HGCN, and HGCN,q; versus other models within Group C, examines
the proposed advantage of HGCN over GCN, which responds to Q2.

In these experiments, we fixed the length (or dimension) of the vectors to 64, rep-
resenting a hidden layer in the neural network model, which is a concatenation of dif-
ferent combinations of features, such as local attributes, spatial dependence, or spatial
interaction, as specified in Table 2. When combined with other features (Groups C2
and C3, respectively), the vector lengths of both the local attribute and spatial
dependence features were fixed at 32; otherwise, their lengths were 64 (Groups A and
B respectively). In the former, the vector lengths of the other features were adjusted
accordingly. When combined with other features, the vector length of the spatial inter-
action feature was fixed at 32; otherwise, it was set to 64 (Group C1). All HGCN-based
models used only one HGCN layer for comparison. We adopted Adam as the optimizer
and maintained a random seed (30), training epochs (400), and training/testing data
(70%/30%) for all experiments. Results were obtained by calculating the mean and
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Figure 6. The structural specification of the models in Table 2.

standard deviation of the outcomes from 30 iterations for each model. We used
PyTorch for model building and trained our models on a GeForce RTX 3090 GPU. Each
model took approximately 10 minutes to train. In total, we conducted 19 experiments

using the Shenzhen and London data.

As the inferred urban functional distributions are vectors of proportions, there are
two general types of evaluation measures: distance and similarity metrics (Cha 2007,
Geng 2016). Three metrics were selected to evaluate the model performance during

the experiments:

L1 distance = |Y — Y|,

. 4
KL divergence = Yelog <? ,

yof

Cosine similarity = ———,
1Y11,+11911;

(16)

(17)

(18)

where Y represents the estimated distribution of the functional proportions, and Y

represents the corresponding ground truth proportions.
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4.2. Comparison of model performance

Table 3 lists the average performance results of a series of models for Shenzhen, indi-
cated by the ‘mean + standard deviation’ of three evaluation metrics (Equations (16)-
(18)) and ranked from the best to the worst based on these metrics, after 30 iterations
for each model (excluding GMDA, which is a deterministic method).

Models considering only local attributes of spatial units: Group A includes a set of
recent models that consider only the attribute features of spatial units for urban land-
use inference. The best-performing model was selected from these models for experi-
ments in Group C. Table 3 shows that, in general, the models in Group A performed
the worst among all groups. Specifically, in Group A2, the performances of the two
statistical methods, GLM and GMDA, ranked lowest among all models. The MLP-based
models in Group A1 performed better in general than those in Group A2. Specifically,
Doc2vec (L) surpassed other modern embedding techniques based on POls and was
selected for further experimentation in Group C.

Models considering only spatial dependence features: Group B includes a set of
GCN models that fuse the attribute features of spatial units and their spatial depend-
ence with other units. Table 3 shows that the performances of the models in Group B
varied greatly. GCNgyq, with the distance-decay neighborhood, performed poorly com-
pared to certain models in Group A1 (e.g. Semantic and Doc2Vec). In contrast, the per-
formance of GCN,y with the adjacency neighborhood ranked ninth among the
nineteen models; thus, it was selected for further experimentation in Group C3.

Models considering spatial interaction features: Group C1 aimed to test if HGCN,
which explicitly accounts for the demand (inflow) and supply (outflow) components of
spatial interaction data, outperformed GCN using the same data. As illustrated in Table
3, the HGCN model (ranked 11th) exhibited superior performance. In comparison, the
three GCN models had lower performance, i.e. GCN,,q, GCN;,, and GCN,,. were ranked
12th, 14th, and 13th, respectively.

Table 3. Model performance for Shenzhen.

Evaluation metrics

GP Models KL[Loss]] L] Cosinel Rank
Al HGI 0.7088..0.0057 0.1095.0.0007 0.7324.10.0026 17
Semantic 0.6949.0 0063 0.1058-0.0005 0.7468..0.0022 15
A2 Doc2Vec (L) 0.5434.. 0057 0.0926..0.0006 0.7985..0.0024 10
GLM 0.9167+0 0061 0.1398.0.0005 0.6310-.0.0028 19
GMDA 0.7237 0.1235 0.6950 18
B GCNgyq 0.7075-0.0065 0.1139.0.0006 0.7106..0.0028 16
GCN,g; 0.5259.40,0042 0.0912.40.0005 0.7987+0.0021 9
(@ GCNayg 0.67 1400067 0.1074-0.0006 0.73310.0028 12
GCNip 0.6820.0,0073 0.1087 +0.0007 0.7278.0,0029 14
GCNoyt 0.6795.0.0072 0.1086-0.0006 0.7287 10,0029 13
HGCN 0.6318..0.0081 0.1025..0.0007 0.7530.0.0031 1
2 L+ GCNayg 0.5203..0.0061 0.0895..0.0006 0.8082..0.0025 6
L+ GCN;, 0.5241.40,0063 0.0900.0.0006 0.8065.0.0027 8
L+ GCNoye 0520800060 0.0896..0.0006 0.8080-0.0024 7
L+ HGCN 0.5144..4.0057 0.0890..9.0005 0.8103.0.0024 5
a3 GCN,gj+GCNayg 0.5005..0,0053 0.0877+0.0006 0.8112.0.0022 2
GCNagj+GCNi, 0.5025.0,0052 0.0880.+0.0005 0.8103.0,0022 4
GCN,gj+GCNoy 0501200053 0.0878..0.0005 0.8108.0,0021 3
HGCN,g; 0.4974.0.0053 0.0876.+0.0005 0.8119.0.0023 1

Note: Bold values indicate the best-performing models in groups A and B, respectively.
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Group C2 aimed to test, while considering local attribute features (L), if L+ HGCN,
which explicitly accounts for the demand (inflow) and supply (outflow) components of
spatial interaction data, consistently performed better than L+ GCN using the same
data. As presented in Table 3, the L+ HGCN model (ranked 5th) outperformed its
L +GCN counterparts (L + GCN,g, L4 GCN;,, and L4 GCN,,,), which were ranked from
6th to 8th, while local attributes were included.

Group C3 aimed to test, while considering spatial dependence features (GCN,), if
HGCN,q; (GCN,q;+HGCN), which explicitly accounts for demand (inflow) and supply
(outflow) components of spatial interaction data, consistently outperformed
GCN,q;+GCN using the same data. Consistent with the findings from Groups C1 and
C2, Table 3 demonstrates that the HGCN,y model (ranked 1st) outperformed its
GCN,q4+GCN counterparts (ranked from 2nd to 4th). We also visualized the features
before input into the classifier for both HGCN,q; and GCN,q;+GCN,,4 (see Appendix D
for details).

It is evident that spatial interaction is distinctively essential. L +HGCN in Group C2
and HGCN,q; in Group C3 included Doc2Vec (L) and GCN,gq;, respectively; they also incor-
porated spatial interaction features. The inclusion of spatial interaction information sig-
nificantly improved the accuracy of model predictions. For example, the ranking
improved from tenth to fifth when using L+ HGCN, and from the ninth to the first
when using HGCN, ;.

Notably, the models in Group C3 generally performed better than those in Group
C2, which in turn performed better than those in Group C1. This is consistent with
the finding that the best-performing model that considered the spatial dependence
between local attributes (GCN,q) had higher prediction power than the best-per-
forming model that considered only local attributes (Doc2Vec). In addition, the
HGCN,q; model achieved the highest performance among all models. Selective
experiments were also conducted for the London data, and the general findings
were consistent with those found for the Shenzhen data (see Appendix Table A1 for
details).

4.3. Model performance by land-use type

To compare the predictive performance of the models by land-use type, we selected
the best-performing models in Groups A, B, and C and evaluated them using two
error metrics: mean absolute error (MAE) and relative percentage difference (RPD).
MAE was used to compare different models for the same land-use category by pro-
viding the magnitude of the absolute error, while RPD normalized the error on a
relative scale, rendering the predictive performance of the models comparable across
different land uses. Table 4 shows that the HGCN-based model, which considers
both the spatial interaction and dependence features, outperformed the GCN-based
model, which considers only the spatial dependence features, and the Doc2Vec
model, which considers only the local attributes, for nearly all land-use categories,
except for ‘green space and parks,’ where GCN,q; performed slightly better than
HGCN,q; according to the PRD (153.0% vs. 160.7%, respectively). This may be due to
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Table 4. Prediction error of models by land use for the Shenzhen data.

Models
Doc2Vec GCN,g HGCN,g;

Land uses MAE PRD MAE PRD MAE PRD

Administration and public service 0.060 136.1% 0.062 137.2% 0.060 133.2%
Municipal utilities 0.021 169.2% 0.021 170.4% 0.021 168.2%
Commercial 0.088 125.5% 0.087 122.6% 0.084 122.3%
Residential 0.145 81.0% 0.149 82.5% 0.138 80.7%
Industrial 0.141 117.3% 0.130 109.7% 0.122 108.3%
Green space and parks 0.062 163.8% 0.058 153.0% 0.058 160.7%
Street and transportation 0.107 59.6% 0.110 60.8% 0.106 55.9%
Non-constructive land 0.109 128.9% 0.105 126.5% 0.100 119.3%

Note: Bold values indicate the best MAE/PRD under different land uses.

the discrepancy between the large proportion of green space areas and the small
number of POlIs of this type.

Figure 7(a) presents a global visualization of the MAE for the HGCN-based model in
Shenzhen, where red represents large errors compared to the ground truth. The
region shown in Figure 7(b) illustrates a local estimation error (detailed in Table 5),
indicating a significant phenomenon. In areas such as forests, where the ground truth
value primarily consists of green spaces, the corresponding POls are commercial and
residential lands, such as small shops and scattered residential areas located within
the parks. Consequently, the semantic information obtained from these POls exhibits a
substantial deviation from their ground truth values.

To compare model performance across different land-use categories and spatial
effect patterns, in Figure 8, we visualize the relative performance improvement of the
different models by subtracting the estimation error and displaying the difference in
colors, with red indicating a great improvement. Tables 6 and 7 list the percentages of
land-use types for each corresponding grid.

Figure 8(a) demonstrates the relative performance improvement of GCN,q; over
Doc2Vec. As shown in Table 6, the area primarily comprises transportation and com-
mercial land-use categories, with significant similarities between grids. Spatial depend-
ence was the dominant spatial effect in this region. Therefore, GCN-based models
constructed on the basis of topological adjacency effectively captured this spatial
dependence and exhibited significant performance improvements.

Similarly, Figure 8(b) shows the performance improvement of HGCN,q over GCN,g;.
As shown in Table 7, this area is characterized as a typical mixed land-use region
with inherent spatial dependency. More significantly, functional complementarity exists
between these spatial grids (e.g. grid 2 is dominated by residential use, grid 3 by
commercial use, and grid 6 by industrial use), which provides a prerequisite for spatial
interactions. HGCN,qy;, which explicitly incorporates spatial interaction components,
exhibited significant performance improvements in these mixed-use areas compared
to that of GCN,q. This is because human mobility flows often reflect socioeconomic
linkages induced by the spatial distribution of the supply and demand of urban
functions.
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Table 5. Proportions of different land-use categories in spatial grids (Figure 7(b)).

ID 1 2 3

Administration and public service 0.137 0.040 0.061
Municipal utilities 0.026 0.026 0.029
Commercial 0.048 0.129 0.033
Residential 0.293 0.132 0.128
Industrial 0.082 0.134 0.128
Green space and parks 0.892 0.65 0.763
Street and transportation 0.182 0.094 0173
Non-constructive land 0.124 0.095 0.210

Note: Bold values indicate the percentage of the dominant land-use type in each spatial unit.

Performance
improvement
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Figure 8. Performance improvement between different models: (a) GCN,y over Doc2Vec, (b)
HGCN,q; over GCN,g;.

Table 6. Proportions of different land-use categories in spatial grids (Figure 8(a)).

ID 1 2 3 4 5

Administration and public service 0 0 0 0 0

Municipal utilities 0 0 0 0 0 0
Commercial 0.694 0.559 0.718 0.579 0.770 0.695
Residential 0 0.054 0 0 0 0
Industrial 0 0.022 0 0 0 0
Green space and parks 0 0 0 0 0 0
Street and transportation 0.306 0.364 0.282 0.421 0.230 0.305
Non-constructive land 0 0.001 0 0 0 0

Note: Bold values indicate the percentage of the dominant land-use type in each spatial unit.

5. Discussions

5.1. Local attribute, spatial dependence, and spatial interaction features

Q1: Does land-use inference need to consider not only the local attributes of spatial units
and the spatial dependence between local attributes but also the spatial interaction
characteristics defined in the scope of this study?

The comparison between Groups C1, C2, and C3 demonstrates that models accounting
for spatial interaction features alone (Group C1) have a certain predictive power. Models
combining spatial interaction features with local attributes (Group C2) and spatial
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Table 7. Proportions of different land-use categories in spatial grids (Figure 8(b)).

ID 1 2 3 4 5 6 7 8

Administration and public service 0 0.082 0 0 0 0.158 0.046 0.036
Municipal utilities 0.255 0.029 0 0.120 0 0 0 0

Commercial 0.005 0.132 0.643 0.018 0.019 0.041 0.330 0.050
Residential 0446 0702 0227 0099 0590 0130 0.147  0.295
Industrial 0207 0020 0033 038 0310 0482 0264  0.565
Green space and parks 0.024 0 0 0.072 0 0 0 0
Street and transportation 0.049 0.035 0.102 0.145 0.045 0.132 0.213 0.040
Non-constructive land 0.020 0 0.001 0.163 0.036 0.057 0 0.014

Note: Bold values indicate the percentage of the dominant land-use type in each spatial unit.
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Figure 9. Spatial dependence vs. spatial interaction in the HGCN,y model for the Shenzhen (a)

and London (b) datasets.

dependence features (Group C3) exhibit remarkable performance improvements. This
indicates that spatial interaction features have a distinctly crucial role in contributing to
urban land-use inference compared to that of local attributes and spatial dependence

features.
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Second, the results reported in Section 4 indicate that the local attribute features of
spatial units have a certain predictive power in the urban land-use inference task, which
has been recognized in the literature (Jiang et al. 2015, Gao et al. 2017, Yan et al. 2017,
Zhai et al. 2019, Niu and Silva 2021). From a modeling perspective, machine learning
models (HGI, Semantic, and Doc2Vec) exhibit general superiority over statistical meth-
ods, confirming the known advantages of machine learning, such as high nonlinearity,
nonparametric specification, and flexible functional forms (Fischer and Gopal 1994). The
results also indicate that the best-performing GCN-based model considering spatial
dependence (GCN,q) is superior to the best-performing model considering only local
attribute features (Doc2vec), although the former requires an adequate neighborhood
configuration (adjacency in this scenario) to optimize the capture of spatial dependence
features. Owing to the incompleteness of POl-based features, land-use inference can
benefit from aggregating local features of spatial neighborhoods to compensate for the
missing local attributes in one spatial unit. However, it is not guaranteed that the GCN
mechanism can automatically capture the spatial dependence between the local fea-
tures of neighboring units, and GCN-based models (e.g. GCNgg) may otherwise perform
poorer than local attribute models.

In addition, when holding the same spatial interaction features constant, the HGCN-based
models in Group C3—incorporating spatial dependence features—exhibit superior perform-
ance over their counterpart HGCN-based models in Group C2, which incorporate local attrib-
utes. This is consistent with the finding that the best-performing spatial dependence model
(GCN,q) outperforms the best-performing local attribute model (Doc2Vec).

Q2: Are the proposed HGCN-based models superior to the GCN-based models in terms of
capturing spatial interaction features?

The HGCN-based models in Groups C1, C2, and C3 consistently achieve better per-
formances than their GCN-based counterparts for both the Shenzhen and London data-
sets. This indicates that HGCN-based models have a superior capability over GCN-based
models for extracting spatial interaction features, regardless of whether they are used
alone or with the consideration of local attributes or spatial dependence features as the
control factor. This is expected because the former captures both demand and supply
components through the HGCN mechanism tailored for that purpose, whereas the latter
has very limited capability to do so. Considering the same flow data containing spatial
interaction information, the simple message-passing mechanism of the GCN cannot
explicitly separate the demand and supply components, leaving the true value of the
flow data unexploited. Without careful consideration of what should be captured from
the spatial interaction data, it is highly possible to deteriorate model performance by
simply feeding GCN-based models with spatial interaction data.

5.2. Effects of spatial interaction versus spatial dependence

Table 3 shows that HGCN performs poorer than GCN,y;, which may indicate that spa-
tial interaction features alone (HGCN) contribute less than adequately captured spatial
dependence features (GCN,q) in land-use inference. This indicates how spatial inter-
action and spatial dependence interact and how their relationship affects their relative
significance in contributing to urban land-use inference.
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Notably, the HGCN,yq model, the best-performing model in all experiments, has
equally divided vector dimensions representing spatial interaction and dependence,
that is, 32 dimensions representing spatial interaction and 32 dimensions representing
spatial dependence. To disentangle the interrelationship between spatial interaction
and spatial dependence and their relative contributions to land-use inference, we var-
ied the number of vector dimensions for each type of feature, indicated by a dimen-
sion ratio, while keeping the total number of dimensions for both features constant at
64. Specifically, we began from spatial interaction with 64 dimensions (whereas spatial
dependence had zero dimensions) and continued to reduce the dimension used by
spatial interaction to 0 (the proportion for spatial dependence increases to 100%,
when the model becomes GCN,).

Figure 9 shows that as the ratio of dimensions of the two features changes from spatial
interaction dominance to spatial dependence dominance, the performance curve shows a
‘U’ shape for Shenzhen data (a similar pattern is shown for London data). The blue vertical
line at 32:32 represents the HGCN,4 model. The two ends of the curve indicate the models
with standalone spatial interaction or dependence features, showing performances of
0.6946 versus 0.5259 on the Shenzhen data and 0.2791 versus 0.2455 on the London data,
respectively, in terms of KL divergence. This indicates that the model using spatial depend-
ence features alone has more predictive power than the model using spatial interaction
features alone. Once both types of features are adequately used, specifically in a certain
range of ratios (8:56-62:2 for Shenzhen data and 22:42-62:2 for London data) indicated by
the orange vertical lines, the models generally achieve better performance than those
using either type of feature alone. This indicates that with adequate configurations, spatial
interaction and dependence features are complementary rather than competitive in urban
land-use inference, although they contribute differently to the task.

The next question is based on how they contribute differently to the tasks. Both U
curves are highly unbalanced. As the dimension of spatial interaction features
decreases and is replaced by increasing the dimensions of spatial dependence fea-
tures, the model performance continues to improve, indicating that the model per-
formance improvement by adding one dimension of spatial dependence features is
larger than the performance loss due to losing one dimension of spatial interaction
features. This scenario continues until the ratio of the dimensions reaches a certain
point (58:6 for the Shenzhen dataset and 54:10 for the London dataset), where the
model performance is the highest. After the optimal point, the model performance
improvement from increasing the dimension of the spatial dependence features is
smaller than the performance loss from decreasing the dimension of the spatial inter-
action features; thus, the total model performance begins decreasing.

Two aspects require special attention. First, the optimal points for both datasets indicate
that spatial dependence features dominate the combined feature information of spatial
interaction and spatial dependence, contributing to the optimal performance of HGCN,;.
Second, the model performance deteriorates rapidly when the ratio of the dimensions
moves to the right side of the optimal point. Although spatial interaction features use only
approximately 10% of the combined feature information (six of sixty-four vector dimen-
sions), they play a key role in boosting the model performance to a significant level. This
indicates a critical threshold for the number of dimensions accommodating spatial
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interaction features, such that there will be a significant loss in model performance if the
amount of information for spatial interaction features cannot meet the threshold.

5.3. Generalizability of HGCN-based models

5.3.1. Model generalizability in the same study area

To examine the generalizability of the HGCN-based models, we varied the amount of
data for training and evaluated the trained models on the remaining data. Specifically,
the size of the training data varied from 10% to 90% of the total data, with 10%
internal, and each experiment was repeated for 30 iterations. This also allowed us to
assess the generalizability of the proposed model trained from a small sample of ran-
domly distributed locations to other locations in the same study area.

When the size of the training set was varied, the ranking of the performances of all
models remained constant for both study areas (Figure 10). Specifically, the perform-
ances of the HGCN-based models were consistently better than those of their counter-
parts. The generalizability of most models increased with the size of the training data
(except for GCNgg with the Shenzhen data). Notably, for the Shenzhen data, the
L+ HGCN model, trained with only 20% (less than 40% for the London data) of the
data, outperformed the Doc2Vec model trained with 80-90% (90% for the London
data) of the data. In addition, the HGCN,q; (GCN,g+HGCN) model, trained with 30%
(less than 60% for the London data) of the data, outperformed the GCN,y model
trained with 90% (90% for the London data) of the data. This highlights the finding
that, in addition to spatial dependence and local attribute features, incorporating spa-
tial interaction features well-captured by the HGCN mechanism significantly enhances
the generalizability of models, even on small training samples.

5.3.2. Model transferability in a different spatial context
Transferability is a hot topic in geospatial artificial intelligence (Skobalski et al. 2024,
Wang et al. 2024). The transferability of models to different spatial contexts is one of
the most crucial indicators of model generalizability. However, there have been few
successful efforts in this field, and most studies have dedicated their models to one
study area and have not been able to transfer their models because of the spatial het-
erogeneity between different study areas. This section aims to assess the transferability
of the best-performing HGCN-based model from previous experiments, that is,
HGCN,q; trained on Shenzhen data, to the study area of London. As the two study
areas have vastly different POI data, spatial units, and flow data types, zero-shot learn-
ing is unreasonable (Garcia and Bruna 2017). Therefore, we transferred the pre-trained
model on the Shenzhen dataset to London and adopted few-shot fine-tuning on the
pre-trained model using training sets of varying sizes (from 10 to 90%) from the
London dataset, which is the transferred model shown in Table 8. As a baseline,
the same type of model trained entirely on the London dataset was used, which is the
original model listed in Table 8.

Table 8 shows that the transferred model outperformed the original model in all
experiments, while the performance of both models increased with the size of the
training data. Notably, the transferred model fine-tuned on 40% of the London dataset
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Figure 10. Model generalizability in the study areas: Shenzhen (a) and London (b).

Table 8. Model transferability from Shenzhen to London.

KL[Loss] |
Train size in London Transferred model Original model
10% 0.2714 0.2747
20% 0.2544 0.2576
30% 0.2416 0.2515
40% 0.2332 0.2463
50% 0.2298 0.2418
60% 0.2238 0.2392
70% 0.2135 0.2374
80% 0.2143 0.2364

90% 0.2114 0.2343
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performed even better than the original model trained on 90% of the same dataset,
which reveals the high transferability of the proposed model pre-trained on the
Shenzhen dataset. This finding is reasonable, as the Shenzhen dataset covering larger
areas consists of more diversified features, such as spatial interaction flows in
Shenzhen including all types of travel modes rather than those including only a single
mode, biking, in London. The high transferability of models has a significant practical
implication, which is that transferable models are highly preferable for regions where
data are scarce, enabling land-use planning applications that are otherwise impossible.

6. Conclusions and future research

In the context of urban functions/land uses, this study conceptually differentiates spa-
tial interaction and spatial dependence and argues that spatial interaction features
derived from spatial interaction data must be recognized, contributing differently from
local attributes and spatial dependence features in the task of urban land-use infer-
ence. To address the deficiencies of existing approaches in modeling spatial interac-
tions for land-use inference, this study proposes a novel framework, HGCN, which
explicitly accounts for the spatial demand and supply components embedded in spa-
tial interaction data. The proposed framework was tested through a series of experi-
ments involving datasets from Shenzhen and London.

First, the results revealed that spatial interaction features play a distinctly crucial
role in contributing to urban land-use inference compared to that of local attributes
and spatial dependence features. Therefore, in addition to incorporating the latter two
types of features in urban function modeling, it is imperative to consider the spatial
interaction characteristics conceptualized within the scope of this study. Second,
HGCN-based models exhibit superior performance over GCN-based models in extract-
ing spatial interaction features, regardless of whether they are used alone or with the
consideration of local attributes or spatial dependence features as control factors.
Specifically, heterogeneous representations were learned to capture the multimodal
nature of places (as nodes) as demanders or suppliers of urban functions and
the asymmetry of spatial interactions (as meta-paths) between places from a flow-
production or flow-attraction perspective. This is attributable to an innovative accessi-
bility-based operator informed by spatial interaction theory, which aids the
explanatory power of the model. In summary, the HGCN framework can distinguish
between functional complementarity and functional similarity, which are the underly-
ing mechanisms of spatial interaction and spatial dependence, respectively. In add-
ition, it has the capacity to incorporate both features for urban land-use inference.

Notably, the HGCN model, combining both spatial dependence and interaction fea-
tures, achieved the highest performance among all models, and spatial interaction fea-
tures play a key role in boosting model performance to a significant level, even if it
uses only approximately 10% of the combined feature information. It was also high-
lighted that the HGCN model significantly enhanced the generalizability of models,
even for small training samples in the same study area. Moreover, a remarkable finding
revealed the high transferability of the HGCN model pre-trained on the Shenzhen data-
set to the London dataset; the transferred model fine-tuned on 40% of the London
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dataset performed even better than the original model trained on 90% of the London
dataset. This spatial generalizability indicates that the proposed model framework has a
potential to become an approach to building urban function foundation models.
Besides, model transferability has substantial practical implications for regions where
land use data are scarce. It can be compensated by land uses inferred by the transfer-
able models, enabling land-use planning applications that are otherwise impossible.

There is scope for further improvement of the proposed models. Possible future
studies are as follows: The effects of spatial interaction versus spatial dependence in
Section 5.2 indicate a critical threshold for the dimension of spatial interaction fea-
tures, such that there is a great loss in model performance if the amount of informa-
tion for spatial interaction features cannot meet the threshold. The investigation of
this threshold will help optimize the two sets of features in terms of balancing spatial
interactions and spatial dependencies in modeling urban functions. In addition, it is
crucial to incorporate the temporal dynamics of spatial interactions by extending the
proposed framework.
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Appendix A. Delineation of spatial units in the study area of London

To delineate the spatial units, the selection of a suitable geographical scale is the first challenge
for quantitative spatial analysis. Different spatial analysis units are usually chosen for different
research objects. Studies on regional objects are commonly based on statistical data, so they
use census units as spatial units. For example, Reades et al. (2019) used lower layer super output
area (LSOA) as the spatial unit that reflects spatial variations and is statistically robust to analyze
neighborhood change in London. Niu and Silva (2021) measured the richness and diversity of
POI classes for three census units (including OA, LSOA, and MSOA) and used LSOA as the opti-
mal spatial unit to analyze urban functional use. On the other hand, the dividing lines between
different communities in a city are often main roads and transport stations that are also crucial
nodes of urban mobility. In studies focusing on spatial mobility, census or grid cells tend to div-
ide areas with the same spatial interaction characteristics into different observation units, so the
layout of public transport systems is often used to divide cities into tiles (Prieto Curiel et al.
2021).

Two strategies are evident for research that, as in this study, target both spatial flows and
regional objects. One is region-based, where flow data are aggregated into census units, i.e. all
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flows within a census unit are aggregated. The other is flow-based, i.e. aggregating regional fea-
tures around the origin and destination points according to where the flow occurs. Both
approaches are theoretically feasible, and the actual choice depends on the resolution of the
data. High-precision data can be aggregated into lower-resolution units. For example, when we
have flow data with GPS coordinates and statistics data based on census units, it is more appro-
priate to aggregate flows to census units. This case study uses POl and spatial flow data from
bicycle systems. Since the resolution of the flow data is relatively low, we choose to use the
flow-based strategy of determining spatial units.

Existing flow-based strategies for determining spatial units generally construct Voronoi dia-
grams based on the collection of public transport stations, thus partitioning the space into units
(Prieto Curiel et al. 2021). It is worth noting that the shape of the spatial unit affects the result
of aggregating spatial phenomena into regions, i.e. the modifiable areal unit problem (MAUP)
will exist not only because of the size (scale effect) but also because of the shape (zoning effect)
of the spatial unit (Viegas et al. 2009; Batty 2008). However, in traditional Voronoi diagrams,
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Figure A1. A demonstration of Voronoi diagrams using Euclidean distance (Right) and Manhattan
distance (Left).
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Table A1. Model performance with London data.

Evaluation Measures

GP Models KL[Loss]| L1] Cosine? Rank
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Figure A3. Aggregated flow counts in the hour of the day (a), the day of the week (b), and the
week of the year (c).

narrow acute triangular units are often produced due to the use of Euclidean metrics as distan-
ces, and this type of partitioning provides a rigid segmentation of the urban spaces. In this
paper, we introduce a Manhattan distance-based Voronoi partitioning approach that takes into
account the urban morphology while ensuring the regularity of the shape of the spatial units.
The comparison of space partition based on L1 metrics (Manhattan distance) and L2 metrics
(Euclidean distance) is demonstrated in Figure A1.

Combining the above considerations, our procedure for constructing the spatial analysis unit
is as follows. First, we generate spatial units by performing L1 Voronoi diagrams for bicycle
parking locations. Then the name of each parking location is used to label the unit. Finally, the
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Figure A6. A heatmap represents the total number of individuals moving between different land uses.

land functional use data and POl data are divided into each spatial unit. For the land-use data,
we calculate the proportion of each type of functional land use in each spatial unit. The study
area and spatial units we finally determined are shown in Figure A2.
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Appendix B. The validity of the bike flows dataset in London

To test the data’s validity, we examined this dataset’s trend characteristics. The data were aggre-
gated to the week of the year, the day of the week, and the hour of the day to show the flows’
weekly, daily, and hourly patterns. As shown in Figure A3(a), we see that this dataset has an evi-
dent hourly pattern, with a pellucid morning and evening peak; the daily pattern of the data
(Figure A3(b)) is not significant, with no notable differences in flows each day of the week; As
seen in the weekly pattern (Figure A3(c)), week 12 and 39 have two clear downward trends,
which correspond to the lockdown in London. The seasonal component can be seen as a valid-
ation of mobility patterns, which are expected to be stable and remain constant over time.

Appendix C. Detailed elaboration on the raw spatial interaction data

The visualization in Figures A4-A5 illustrates the Origin-Destination (OD) flow between two cit-
ies, showcasing an uneven spatial distribution characterized by long-distance connections. This
data type exhibits heterogeneity, diverging from mere spatial proximity. Moreover, as depicted
in Figure A6, we designate the land-use type with the highest proportion within each spatial
unit as its dominant land-use type. Subsequently, we aggregate all flows based on these dom-
inant land-use types into an 8 x 8 matrix. Here, each (i,j) entry represents the total number of
individuals moving from land-use type i to land-use type j. Following normalization, we pre-
sent the results in the form of a heatmap. Several noteworthy phenomena emerge: (1) There
are strong connections between commercial and residential areas, surpassing connections
between areas of the same type (commercial-commercial or residential-residential). This high-
lights the complementary functions of these areas; (2) Interactions between commercial and
residential zones prevail over those between commercial and industrial zones. This suggests a
tendency for residents to return home after shopping, rather than commuting to work from
commercial areas; (3) Residential zones exhibit strong connections with both commercial and
industrial areas, indicating multifaceted interactions. These underlying patterns of spatial inter-
actions align closely with the assumptions of our modeling approach.

Appendix D.
Visualization of the features before input into the classifier

To further illustrate the superior feature extraction capabilities of HGCN,q;, we applied t-SNE for
dimensionality reduction and visualized the features before input into the classifier for both
HGCN,q; and GCN,q;+GCN,yg. In Figure A7, each dot represents a spatial unit, with color inten-
sity indicating the proportion of commercial, residential, green space and parks, and industrial
areas. The visualization reveals that the features extracted by HGCN,q; are more clustered, high-
lighting the model’s enhanced feature extraction abilities.
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