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A B S T R A C T

In order to cope with the challenge that the high proportion of new energy generation for the stable operation
of the power grid, this paper proposes an innovative short-term power forecasting model for regional site
clusters based on fuzzy c-means (FCM) clustering and hybrid Inception-ResNet deep neural network embedded
with Informer. Firstly, multiple wind farms and photovoltaic sites are clustered into different groups for popular
clustering prediction owing to FCM clustering algorithm. Secondly, numerous strong factors are selected
based on the combination of the linear and nonlinear correlation analysis between the variables and power
generation. Furthermore, the improved gray wolf algorithm (GWO) can determine the optimal parameters
of deep network model and the Informer and Inception are integrated which is fairly advanced to capture
temporal relationship and potent feature extraction. Finally, the wind and photovoltaic dataset in western
China is employed to verify our model and the results demonstrate that ours outperforms other algorithms
with 5.400% and 4.200% higher R2 and 2.525% and 2.090% lower MAPE in the wind and solar forecasting,
which simultaneously improves the accuracy and efficiency of prediction.
1. Introduction

As energy and power systems lower carbon and cleaner in response
to climate change and energy crisis, wind and photovoltaic power are
increasingly popular due to their clean and sustainable nature [1].
Since wind power relies on external factors such as wind direction,
temperature, air pressure [2] and photovoltaic generation is dependent
on variables as solar radiation, relative humidity, and temperature [3],
the randomness and fluctuations of power generation pose signifi-
cant challenges to the safe and economical operation of the power
grid system. Precise forecasting can enhance wind and photovoltaic
site operation and maintenance standard, facilitating efficient resource
allocation and grid management and promotes energy integration [4].

Power forecasting can be characterized into the two main cat-
egories: mathematical statistical methods and artificial intelligence
methods [5]. Statistical methods examine the relationship between
historical time series of power generation and utilize mathematical
models to anticipate performance, for instance, Autoregressive Inte-
grated Moving Average (ARIMA) and Exponentially Weighted Moving
Average (EWMA). Abdulla et al. [6] employed different seasonal Holt-
Winters models to anticipate power generation in Kuwait from 2020
to 2030. Nevertheless, power generation is a nonlinear stochastic pro-
cess and the above struggles to capture the complicated nonlinear
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interactions. Artificial intelligence methods with outstanding nonlin-
ear function approximation and computational capability, which can
manage nonlinear interactions and are introduced into power gener-
ation forecasting. Recurrent Neural Networks (RNN) is experted in
handling long-term dependencies in series data and can be effective
for power forecasting, for example, Mohamad et al. [7] developed a
framework for accurately predicting offshore wind power combined
Long Short-Term Memory Recurrent Neural Networks (LSTM) with
Swarm Intelligence (SI). Wu et al. [8] suggested a short-term PV power
prediction model based on Extreme Gradient Boosting (IXGBoost), with
similar day clustering and signal mode decomposition. Convolution
Neural Networks (CNN) excels at capturing spatial information and
is applied to picture processing but can also handle time series by
treating the data as image-like inputs. Hu et al. [8] introduced a
novel forecasting method termed Temporal Collaborative Attention. Liu
et al. [9] intergrated Bidirectional Long Short-Term Memory (BiLSTM)
with CNN to forecast photovoltaic (PV). Adeel et al. [10] proposed
a hybrid embedded deep neural network including ResNet, CNN and
Inception module, which improved feature extraction and forecating
accuracy over time.

The above models are deterministic, which only can forecast the
expected value of the output and describe the uncertainty of power
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generation. To obtain information about future output and reduce the
decision-making risk of the power system, it is particularly significant
to design an accurate probability model of power generation, which
can be classified as probability density forecasts, interval forecasts
and quantile forecasts. Specifically, probability density provides the
probability density function of future power output, interval forecasts
provides the approximate range of the future output and quantile pre-
diction exports the value under a certain quantile [11]. Chen et al. [12]
validated a quantile regression model on the dataset from an offshore
wind farm in Penglai District, Shandong Province. Yang et al. [13]
proposed wind-power farm cluster prediction model based Graph Con-
volution Neural Networks (GCN) and fluctuation correlation. In ref-
erence [14], an innovative Capsule Network (ACCNet) stood out in
interval prediction tasks. Machine learning can evaluate the uncertainty
of forecasts in probability distributions, which can help adapting the
future uncertainty [15].

Previous research has concentrated on the prediction of centralized
power farms, whereas the power system has focused on the total
generation of distributed generation sites and there are still relatively
few studies on the power prediction of distributed sites. In general,
there are three common frameworks for power sites generation: cu-
mulative prediction, predicting cumulatively, and clustering prediction,
among which the cumulative prediction accumulates the value of each
distributed site to obtain the total in a certain region, the predicting
cumulative simply superimposes the results of each site and the clus-
tering prediction categorizes the sites into different clusters, and then
accumulates each cluster. However, it is essential for power generation
forecasting to strike a balance between accuracy and efficiency. For one
thing, the cumulative prediction can improve the prediction efficiency
but may increase the forecasting error. For another, predicting cumula-
tively improves the prediction accuracy but occupies much calculation
time and storage. Based on the above, the clustering prediction not
only realizes famous prediction accuracy but increases forecasting effi-
ciency, which has arisen strong interest in recent years. However, fewer
studies have been conducted in this area. Hou et al. [16] combined
the DBSCAN clustering and LSTM to cluster wind turbines and select
representative turbine to predict power output.

The forecasting performance of power generation is affected by var-
ious characteristic variables. To strengthen the prediction performance
of the forecasting model, multiple variables from dataset must be care-
fully selected. Literature [10] used the Pearson correlation coefficient
(PCC) to only analyze the linear relationship between meteorological
environmental factors and historical generation data. Literature [14]
calculated the Pearson correlations (PCs) among the meteorological
parameters and the PV power. Literature [17] evaluated of the cor-
relation between meteorological data and PV power using Pearson
correlation coefficient. In summary, while it is important to examine
the crucial variables based on the correlation between the different
loads and their associated characteristics, most studies focus solely on
linear or nonlinear correlations which may lead to the omission of key
information.

Although the above models demonstrate exceptional prediction per-
formance, the clustering forecasting model is worth studying [18]
and most research have applied the traditional correlation method
to analyze single relationship [19]. Furthermore, it is difficult for an
individual model to handle complex and variable power generation
fluctuation and it may be necessary to optimize the model parameters,
which improves the prediction performance [20]. Therefore, this paper
proposes an innovative short-term power forecasting model for regional
site clusters based on variable selection, FCM clustering algorithm,
improved GWO algorithm and hybrid Inception-ResNet deep neural
network embedded with Informer which achieves a tradeoff between
accuracy and efficiency. The main contributions of this paper are as

follows:
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(1) In order to select variables with strong correlation to character-
ize power sites, Pearson correlation coefficient and Spearman
rank correlation coefficient derived from Copula function are
used to analyze linear and nonlinear correlation simultaneously
between influencing factors and power generation, which is a
creative combination and utilization.

(2) Large-scale power clusters are classified for the popular clus-
tering prediction algorithm by FCM clustering algorithm and
the center of the clusters is selected as the representative site
where Silhouette Coefficient (SC) is established to evaluate the
clustering results. Besides, the strong correlation variables of
the representative site are combined with the power generation
which constructs the data input set.

(3) A hybrid Inception-ResNet embedded Informer deep neural net-
work model is proposed based on ResNet which can effectively
alleviate the gradient vanishing problem. The Inception mod-
ule can capture multi-scale features in the time-series and the
Informer layer benefiting from self-attention is proficient in
capturing the long-term dependency of time-series.

(4) The GWO algorithm with outstanding global search ability is im-
proved by introducing a new adaptive position update strategy
and a new nonlinearly adjusted convergence factor to hunt for
optimal parameters, which lays a solid foundation for satisfying
prediction accuracy and robustness.

The rest of the paper are shown as follows. Section two provides a
detailed description of different algorithms and models. Section three
presents and analyzes the experiment results of various forecasting
models. Finally, the section concludes the research and draws the
directions of the future.

2. Related methods

The detailed architecture is divided into four components, as illus-
trated in Fig. 1. Firstly, the dataset is preprocessed including outliers
filtering and missing values filling. Secondly, Pearson analysis and
Spearman analysis based on copula are applied to select influencing
factors and determine the input and output. Then distributed power
sites are clustered using the FCM clustering algorithm and an hybrid
Inception-ResNet embedded Informer forecating model is constructed
whose parameters are optimized through the improved GWO algo-
rithm. Finally, A wind and photovoltaic dataset in western China is used
to evaluate and confirm our model compared with different forecasting
models.

2.1. The analysis of influencing factor correlation

Since wind power is strongly randomly affected by meteorological
factors, it is necessary to analyze the correlation between power gen-
eration and meteorological factors and appropriately screen the input
variables. In order to more accurately and specifically describe above
correlation, Pearson correlation coefficient and Spearman rank correla-
tion coefficient based on copula theory are employed to analyze linear
and nonlinear correlation and select relevant variables accordingly.

Pearson correlation analysis measured the linear correlation be-
tween random variables 𝑋 and 𝑌 where 𝑥̄ and 𝑦̄ denote the averages of
𝑋 and 𝑌 . Pearson correlation coefficient 𝑟𝑥𝑦 between the two variables
is defined as the quotient of the covariance and the standard deviation
of two elements, which can be expressed as follows:

𝑟𝑥𝑦 =
∑𝑛

𝑖=1 (𝑥𝑖 − 𝑥̄)(𝑦𝑖 − 𝑦̄)
√

∑𝑛
𝑖=1 (𝑥𝑖 − 𝑥̄)2

√

∑𝑛
𝑖=1 (𝑦𝑖 − 𝑦̄)2

(1)

The correlation classification of Pearson correlation coefficient is shown
in Table 1 where the absolute value of 𝑟𝑥𝑦 represents the strength
of the correlation between the two elements. When 𝑟𝑥𝑦 = 1, the
two variables are completely positively correlated, unlike 𝑟 =-1, the
𝑥𝑦
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Fig. 1. The flowchart of the proposed model based on FCM clustering and hybrid Inception-ResNet embedded with Informer.
two variables are completely negatively correlated. Additionally, the
correlation coefficient is 0 when there is no correlation.

Spearman correlation analysis is less sensitive to outliers and it con-
verts raw data into rank data where 𝑥𝑖 and 𝑦𝑖 are sorted in descending
order and the corresponding ranks 𝑥′𝑖 and 𝑦′𝑖 are assigned, the Spearman
rank difference 𝑑𝑖 and the Spearman rank correlation coefficient 𝜌𝑠 are:

𝑑𝑖 = 𝑥′𝑖 − 𝑦′𝑖 (2)

𝜌𝑠 = 1 −
6
∑

𝑑2𝑖
𝑛(𝑛2 − 1

(3)

Copula functions construct joint distribution probability functions
that can characterize nonlinear correlations between variables and
have been introduced into renewable energy correlation and volatility
analysis in recent years [21]. According to Sklar’s theorem, the joint
distribution function of an N-dimensional component can be described
by the marginal distributions of the N variables and a copula func-
tion [22]. And a series of random variables 𝑥1, 𝑥2, . . . , 𝑥𝑛, whose
respective marginal distribution functions are 𝐹1(𝑥1), 𝐹2(𝑥2), . . . , 𝐹𝑛(𝑥𝑛),
then the common distribution function between the variables based on
the copula function is:

𝐹 (𝑥1, 𝑥2,… , 𝑥𝑛) = 𝐶(𝐹1(𝑥1), 𝐹2(𝑥2),… , 𝐹𝑛(𝑥𝑛)) (4)

Considering that it is complicated for joint distribution function
to characterize the correlation between variables, the Spearman rank
correlation coefficient derived from the copula function is used to
quantitatively represent the nonlinear correlation between variables for
two random variables 𝑋 and 𝑌 , whose corresponding distribution func-
tions are 𝐹 (𝑋) and 𝐺(𝑌 ). Furthermore, the Spearman rank correlation
coefficient 𝜌𝑠 obtained from the copula function 𝐶(𝐹 (𝑋), 𝐺(𝑌 ))) is:

𝜌𝑠 = 12∫

1

0 ∫

1

0
𝐹 (𝑋)𝐺(𝑌 )𝑑𝐶(𝐹 (𝑋), 𝐺(𝑌 )) − 3 (5)

The Spearman rank correlation coefficient 𝜌𝑠 indicates the direction
of correlation between 𝑋 independent variables and 𝑌 dependent
3 
Table 1
The correlation classification on Pearson correlation analysis.
Pearson correlation coefficient Classification

0.6 ≤ |𝑟𝑥𝑦| ≤ 1 Strong correlation
0.4 ≤ |𝑟𝑥𝑦| ≤ 0.6 Moderate correlation
0 ≤ |𝑟𝑥𝑦| ≤ 0.4 Weak correlation

Table 2
The correlation classification on Spearman rank correlation coefficient
based on copula function.
Spearman rank correlation coefficient Classification

0.7 ≤ |𝜌𝑠| ≤ 1 Strong correlation
0.5 ≤ |𝜌𝑠| ≤ 0.7 Moderate correlation
0 ≤ |𝜌𝑠| ≤ 0.5 Weak correlation

variables and its magnitude is between −1 and 1. While the direction of
change is the same and 𝑋 and 𝑌 are perfectly positively correlated, 𝜌𝑠 =
1. Otherwise, 𝜌𝑠 = −1. The correlation classification of Spearman rank
correlation is demonstrated in Table 2. As shown in Fig. 2, variables
whose absolute values of the Pearson correlation coefficient and the
Spearman rank correlation coefficient are both below the specified
threshold of 0.6 are excluded to simplify the model and improve
prediction accuracy. On the one hand, the variable is retained as long as
it reaches the above-mentioned threshold values. On the other hand, if
the correlation coefficients of a variable are both below the threshold
value, the variable is excluded, as the selected variables with a high
correlation can convey significant information. After this, the variables
with a high correlation are employed to characterize the power sta-
tions, which can effectively improve the clustering performance of the
clustering algorithm and enhance the forecasting performance of each
forecasting model.



D. Peng et al. Energy Conversion and Management 320 (2024) 118992 
Fig. 2. The correlation analysis and variables selection.

2.2. Fuzzy c-means clustering for classifying power sites

Fuzzy C-means (FCM) is a widely used soft clustering method that
optimizes the objective function to obtain the membership of each data
point with respect to all clustering centers and assigns the data points
to the class with the largest membership to complete the accurate
classification of the sample set. Suppose N example points 𝑋 = {𝑥1,
𝑥2, . . . , 𝑥𝑛} divided into 𝐾 classes, where the example centers of the 𝐾
classes are {𝑞1, 𝑞2, . . . , 𝑞𝑘}. The FCM attempts to minimize the sum of
the weighted distances of the grouped sample points to the centers of
all samples:

𝐽𝑚𝑖𝑛 =
𝑘
∑

𝑗=1

𝑛
∑

𝑖=1
𝑢𝑚𝑖𝑗∥ 𝑥𝑖 − 𝑞𝑗 ∥

2 (6)

where 𝑢𝑖𝑗 is the membership of the sample point 𝑥𝑖 with respect to
𝑞𝑗 in all clusters, 𝑚 is the membership factor and 𝑢𝑖𝑗 must satisfy the
following equation:
𝑘
∑

𝑗=1
𝑢𝑖𝑗 = 1,∀𝑖 = 1, 2,… , 𝑛 (7)

To obtain the minimum value of the objective function, it is neces-
sary to iteratively calculate the degree of membership 𝑢𝑖𝑗 and the center
of the sample 𝑞𝑗 shown in Eq:

𝑢𝑖𝑗 =
1

∑𝑘
𝑧=1(

∥𝑥𝑖−𝑞𝑗∥
∥𝑥𝑖−𝑞𝑧∥

)

( 2
𝑚−1 ) (8)

𝑞𝑗 =

∑𝑛
𝑖=1 𝑢

𝑚
𝑖𝑗𝑥𝑖

∑𝑛 (9)

𝑖=1 𝑢𝑖𝑗
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Fig. 3. Calculation procedure for the FCM clustering algorithm.

The iterative process begins with determining the number of clusters 𝑘,
the fuzzy factor 𝑚 and the convergence factor 𝜀 as well as the cluster
center 𝑢(𝑘+1)𝑖𝑗 . If ‖𝑢(𝑘+1)𝑖𝑗 − 𝑢(𝑘)𝑖𝑗 ‖ < 𝜀 is satisfied in 𝑘 + 1 iterations, the
iteration is stopped.

FCM clustering is an unsupervised algorithm and the silhouette
coefficient (SC) is applied to evaluate the clustering results and its
formula is calculated as follows:

𝑠𝑖 =
𝑛(𝑖) − 𝑚(𝑖)

𝑚𝑎𝑥{𝑚(𝑖), 𝑛(𝑖)}
(10)

where 𝑠𝑖 is the profile coefficient of power site 𝑖; 𝑚𝑖 is the average
distance between power site 𝑖 and other site during the class; 𝑛𝑖 is
the average distance between power site 𝑖 and all site belonging to
other classes. With the average profile coefficient calculated to get the
average profile coefficient, the effect of clustering can be measured
where the value of profile coefficient ranges from −1 to 1.

The power sites on FCM clustering algorithm are shown in Fig. 3:
1. Input the sites including generation data and selected variables

and determine the number of clusters 𝐾;
2. Determine 𝑘, the fuzzy factor 𝑚 and the convergence factor 𝜀;
3. Initialize the membership matrix (U);
4. Calculate the degree of membership 𝑢𝑖𝑗 and the center of the

sample 𝑞𝑗 based on the generation characteristic curve;
5. Recalculate the initializing the membership matrix (U);
6. If the end condition is satisfied, end the calculation ; otherwise,

proceed 5;
7. Evaluate the clustering results based on SC and output the clusters

of sites and representative sites.

2.3. A hybrid inception-ResNet deep neural network embedded with in-
former deep neural network model

2.3.1. CNN module
CNN-one dimensional (1D) which is popular technique specialized

in capturing relative features and have been introduced into NLP [23].
CNN-1D consisting of input layer, convolutional layer, pooling layer
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Fig. 4. Model structure.
w
v

and fully connected layer excels in extracting the sequence feature
and fetch beneficial information of the data sequence. The primary
distinction between CNN-two dimensional (2D) and CNN-1D lies in
that 1D-CNN operates on one dimensional array instead of the matrix
for 2D. Consequently, the convolution kernel and filter in 1D-CNN
are also one-dimensional, which combines fewer layers and brings less
calculation costs.

2.3.2. ResNet blocks
Residual Networks (ResNet) [24] was devised to address the issue

of gradient vanishing or exploding in deep neural networks, which
introduces skip connections (Shortcuts) between input and output and
facilitates smooth gradient flow between layers. ResNet employs the
BasicBlock structure as depicted in Fig. 4(a) where the parameter filters
denotes the number of filters of the convolutional layer and kernel_size
signifies the size of the convolution kernel. ResNet is proficient in
capturing both local and leads to achieving high accuracy. The Ba-
sicBlock initially employs 1D-CNN, followed by the addition of ReLU
to introduce nonlinear characteristics. Furthermore, CNN-1D layers and
activation functions are applied and the Shortcut operation adds the
output tensor to obtain the final output through the activation function

ReLU. b
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2.3.3. Informer model
The Transformer model abandons traditional CNN and RNN struc-

tures, instead comprising an attention mechanism and a feedforward
neural network [25]. In the face of the limitations including high time
complexity, large memory consumption, and slow single-step decoding
prediction speed while conducting long sequence time-series forecast-
ing (LSTF), Zhou et al. proposed the Informer model famous for accu-
rately capturing long-term dependencies and the notable characteristics
are as follows:

(1) Canonical self-attention is replaced by ProbSparse self-attention
which reduces calculation complexity and effectively captures long-
term dependencies in sequences. ProbSparse self-attention is defined
as follows

𝐴(𝑄,𝐾, 𝑉 ) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥( 𝑄̄𝐾𝑇
√

𝑑
)𝑉 (11)

where the Kullback–Leibler (K–L) divergence between the distribution
of all query vectors 𝑄 and the uniform distribution are calculated to
obtain the query vector 𝑄̄ that is far from the uniform distribution.

𝐾𝐿(𝑞 ∥ 𝑝) = 𝑙𝑛
𝐿𝐾
∑

𝑙=1
𝑒𝑥𝑝(

𝑞𝑖𝑘𝑇𝑙
√

𝑑
) − 1

𝐿𝐾

𝐿𝐾
∑

𝑙=1

𝑞𝑖𝑘𝑇𝑙
√

𝑑
− 𝑙𝑛𝐿𝐾 (12)

here 𝑞𝑖, 𝑘𝑙 denote the row i and l of the query vector 𝑄 and the value
ector,

√

𝑑 is a normalization operation. 𝑙 = 1𝐿𝐾 is the attention score
etween the query vector 𝑞 and each key vector 𝑘 .
𝑖 𝑙
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Fig. 5. The process of rolling forecasting.

(2) The Decoder adopts the self-attention distillation mechanism to
iminish Encoder stacking and sequence dimensionality while assign-
ng greater weights to dominant features. The distillation operation
rom the layer j to the layer j+1 is outlined below:

𝑡
𝑗+1 = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑅𝐸𝐿𝑈 (𝐶𝑜𝑛𝑣1𝑑([𝑋𝑡

𝑗 ]𝐴𝐵))) (13)

where [.]𝐴𝐵 represents multi-head ProbSparse attention, 𝐶𝑜𝑛𝑣1𝑑 is con-
olution module with kernel size of 3, RELU is the activation function
nd MaxPool is the pooling layer with a stride of 2.

(3) Transformer employs step-by-step dynamic decoding, which is
uited for short-term prediction but is tough for LSTF. Informer can
ddress the efficiency challenge associated with for LSTF and mitigate
he accumulation and diffusion of prediction errors.

𝑡
𝑑𝑒 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑋𝑡

𝑡𝑜𝑘𝑒𝑛, 𝑋
𝑡
0) ∈ 𝑅𝐿𝑡𝑜𝑘𝑒𝑛+𝐿𝑦 × 𝑑𝑚𝑜𝑑𝑒𝑙 (14)

here 𝑋𝑡
𝑡𝑜𝑘𝑒𝑛 represents the token of the initial input for the Decoder

ayer, 𝑋𝑡
0 is the encoded value of the target sequence and 𝑋𝑡

𝑑𝑒 denotes
he output of the Decoder. Consequently, it is accessible to generate the
arget sequence in a single step and eliminate the necessity for dynamic
ecoding.

.3.4. Advantages of ours
Inception [26] is a multi-scale convolutional neural network (CNN)

roposed by Google combining convolution kernels and pooling layers
f various sizes to learn spatial and temporal features across different
cales to facilitate richer and diverse information. It plays a vital
ole in capturing both short-term and long-term dependencies within
utput sequences in generation tasks. The Inception module in this
aper consisting of four sections, as shown in Fig. 4(a) where Branch

employs CNN-1D and the ReLU activation function, Branches 2
nd 3 are composed of two CNN-1D with different kernel sizes and
ranch 4 utilizes the MaxPool1D and CNN-1D. Finally, the feature maps
rom different channels are combined to obtain a multi-channel spatial
eature matrix followed the Concatenate.

Informer based on ProbSpace self-attention mechanism mainly re-
uces computational complexity and effectively capture long-term de-
endency in time series, which contributes to accurately understanding
he historical trends and future performance of power generation. As
hown in Fig. 5, the input of Inception-ResNet embedded with Informer
s filtered factor variables and generation data for the previous 24 h
here m is 24 and n is 1. The output of our model is the value of

he generation value of next hour. Inception-ResNet module extracts
igh-level features from input data and Informer model can capture
ong-term dependencies in time series data. Finally, decoder gets the
orecasting result for the next hour and sliding window method is used
or 24 h prediction shown in Fig. 6.
 m
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2.4. The improved GWO algorithm optimizes parameters

Gray Wolf Optimization (GWO) is an optimization algorithm in-
spired by nature, which is similar to simulate the social hierarchy and
hunting strategy of wolves. Wolves are categorized into four levels
represented by 𝛼, 𝛽, 𝛿, and 𝜔. The algorithm flow is depicted in Fig. 7,
which is divided into algorithm initialization, encircling prey, pursuing
prey, and attacking prey.

(1) Initialization the wolves involves calculating the fitness of each
individual in the population and marking the top three gray wolves
with the best fitness as 𝛼, 𝛽, 𝛿, and designate the rest as 𝜔.

(2) Gray wolves initial hunting strategy contains in encircling prey,
hich is represented as:

⃗ = |𝐶 ∗ 𝑋𝑝(𝑡) − 𝑋⃗(𝑡)|

𝑋⃗(𝑡 + 1) = 𝑋𝑝(𝑡) − 𝐴𝐷⃗
(15)

here 𝑋𝑝 represents the position of the prey, 𝑋⃗(𝑡) denotes the position
f the gray wolf at time 𝑡, 𝑋⃗(𝑡 + 1) indicates the position of the gray
olf at time 𝑡+1, and 𝐷⃗ is the distance between the gray wolf and the
rey. 𝐴 and 𝐶 are coefficients determined as follows: 𝐴 = 2 ⃗𝑎(𝑡)𝑟1 − ⃗𝑎(𝑡),
⃗ = 2𝑟2, where 𝑟1 and 𝑟2 are uniformly distributed in the interval [0, 1].
his paper discusses the inertia weight setting in the particle swarm
ptimization (PSO) algorithm and proposes a strategy for nonlinear
djustment of the convergence factor, specifically given by: ⃗𝑎(𝑡) =

𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − (𝑎𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑎𝑓𝑖𝑛𝑎𝑙) × log
(

1 + (𝑒 + 1) × 𝑡
𝑀𝑎𝑥𝑖𝑡𝑒𝑟

)

where 𝑡 denotes the
current iteration number, 𝑀𝑎𝑥𝑖𝑡𝑒𝑟 represents the maximum iteration
number, and 𝑎𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and 𝑎𝑓𝑖𝑛𝑎𝑙 are 2 and 0, respectively.

(3) Furthermore, the gray wolf 𝜔 adjusts its position based on 𝛼, 𝛽,
and 𝛿 to effectively pursue the prey. Specifically, the distances 𝐷𝛼 , 𝐷𝛽 ,
𝐷𝛿 between 𝜔 and 𝛼, 𝛽, 𝛿 are calculated in Eq. (16):

𝐷𝛼 = |𝐶1 ∗ 𝑋𝛼(𝑡) − ⃗𝑋(𝑡)|

𝐷𝛽 = |𝐶2 ∗ 𝑋𝛽 (𝑡) − ⃗𝑋(𝑡)|

𝐷𝛿 = |𝐶3 ∗ 𝑋𝛿(𝑡) − ⃗𝑋(𝑡)|

(16)

here 𝐶1, 𝐶2, 𝐶3 are random numbers between 0 and 1, and the 𝜔
ndividual adjusts its position according to the distance, as shown in
q. (17):

𝑋1 = |𝑋𝛼 − 𝐴1 ∗ 𝐷𝛼|

𝑋2 = |𝑋𝛽 − 𝐴2 ∗ 𝐷𝛽 |

⃗3 = |𝑋𝛿 − 𝐴3 ∗ 𝐷𝛿 ∥

(17)

(4) Based on the particle swarm algorithm, this process enables
individuals to concurrently learn the global optimal position and their
individual historical optimal positions, proposing an enhanced position
update rule. Once the prey stops moving, the wolf pack initiates its
attack behavior, as defined in Eq. (18):

⃗𝑋(𝑡 + 1) = 𝑤 ⋅
𝑋1 +𝑋2 +𝑋3

3
+ 𝐶1 ⋅ 𝑟1⋅

(

𝑋(𝑝𝑏𝑒𝑠𝑡) −𝑋
)

+ 𝐶2 ⋅ 𝑟2 ⋅
(

𝑋(1) −𝑋
)

=
𝑀𝑎𝑥𝑖𝑡𝑒𝑟 − 𝑡
𝑀𝑎𝑥𝑖𝑡𝑒𝑟

× (𝑤𝑖𝑛𝑖𝑡𝑖𝑎𝑙 −𝑤𝑓𝑖𝑛𝑎𝑙) +𝑤𝑓𝑖𝑛𝑎𝑙

(18)

here 𝑡 denotes the current iteration number, 𝑀𝑎𝑥𝑖𝑡𝑒𝑟 is the maxi-
um number of iterations, 𝑟1 and 𝑟2 are random numbers uniformly
istributed over [0, 1], 𝐶1 and 𝐶2 are constants set to 0.5. Besides,

represents the inertia weight set to 0.5, 𝑋(𝑝𝑏𝑒𝑠𝑡) denotes the global
ptimal position and 𝑋(1) represents the individual optimal position.
ased on the gray wolves 𝛼, 𝛽, and 𝛿, along with their historical optimal
ositions, the new fitness value are updated and the parameters are
djusted until reaching the maximum number of iterations.

The steps of optimizing the parameters of our model based on
mproved GWO are shown below:

1. Initialize the wolves parameters that are hyperparameters of the

odel;
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Fig. 6. A hybrid Inception-ResNet deep neural network embedded with Informer.
Fig. 7. The flow chart of GWO optimization.
2. Calculate the fitness and mark the top three gray 𝛼, 𝛽, and 𝛿
wolves with the best fitness, which is the forecasting error of the model;

3. Update the position of wolves based on 𝛼, 𝛽, and 𝛿 and update
the position of wolves 𝛼, 𝛽, and 𝛿;

4. If the end condition is satisfied, end the calculation; otherwise,
proceeding 2;

5. Determine the best position based on the position of 𝛼 and save
the model for forecasting.

2.5. Performance metrics of forecasting model

This paper adopts the quantile regression method (QR) to perform
interval prediction of wind and photovoltaic power generation by
constructing the relationship between the quantile of a random variable
7 
and a series of related factors x, the QR model can be expressed as:

𝑃 (𝛼|𝑥) = 𝛽(𝛼)𝑥 (19)

where 𝑃 (𝛼|𝑥) is the 𝛼-th conditional quantile corresponding to the
quantile level 𝛼 with ranging from 0 to 1, 𝑥 is the input variable and
𝛽(𝛼) is the regression coefficient. The problem of solving the regression
coefficients 𝛽(𝛼) for different quantile points can be transformed into
minimizing the loss function:

𝐿 =
𝑛
∑

𝑖=1
(𝛾𝛼(𝑃 (𝛼|𝑥𝑖) − 𝑃𝑖)

𝛾𝛼(𝑠) =

{

𝛼𝑠, 𝑠 ≥ 0
(20)
(𝛼 − 1)𝑠, 𝑠 < 0
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Fig. 8. The heat map of wind power generation and influencing factors based on Pearson correlation coefficient.
Fig. 9. The heat map of wind power generation and influencing factors based on Spearman rank correlation coefficient on copula function.
where 𝑃𝑖 is the actual power value, n is the number of power points,
and 𝛾𝛼 represents an asymmetric function.

Under a certain confidence interval 1 − 𝜏, the quantile level 𝛼 as
𝜏∕2 and 1− 𝜏∕2 respectively and the regression coefficient 𝛽(𝛼) are set,
which assigned the upper and lower bounds to 𝑃 (𝛼|𝑥) of this confidence
interval.

To evaluate the effectiveness and feasibility of the proposed model,
eight evaluation indices are selected: mean absolute percentage error
(MAE), mean square error (MSE), mean absolute percentage error
(MAPE), root mean square error (RMSE), coefficient of determina-
tion (R2), prediction interval normalized average width (PINAW), cor-
rected prediction interval accuracy(CPIA), and total calculation time
(T_total(s)), which assess both point prediction and interval prediction
results.

𝐹 𝑖𝑡𝑛𝑒𝑠𝑠𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝑀𝑆𝐸 = 1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑖 − 𝑦𝑖)

2

𝑀𝐴𝐸 = 1
𝑛

𝑛
∑

𝑖=1
|𝑦𝑖 − 𝑦𝑖|

𝑀𝐴𝑃𝐸 = 1
𝑛

𝑛
∑

𝑖=1

|𝑦𝑖 − 𝑦𝑖|
𝑦𝑖

× 100%

𝑅𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1

(

𝑦𝑖 − 𝑦𝑖
)2

𝑅2 = 1 −
∑𝑛

𝑖=1 (𝑦𝑖 − 𝑦𝑖)
2

∑𝑛
𝑖=1 (𝑦𝑖 − 𝑦𝑖)

2

𝑇𝑡𝑜𝑡𝑎𝑙 = 𝑇𝑜𝑝𝑡 + 𝑇𝑡𝑟𝑎 + 𝑇𝑝𝑟𝑒

𝑃𝐼𝑁𝐴𝑊 = 1
𝑁𝐶

𝑁
∑

𝑖=1
(𝑈𝑖𝜏 − 𝐿𝑖𝜏)

𝐶𝑃𝐼𝐴 = 1
𝑇
(1 − 𝑃𝐼𝑁𝐴𝑊 )

𝑁
∑

𝑖=1
𝐶𝑖

(21)

where 𝑦𝑖 denotes the forecasting value, 𝑦𝑖 denotes the actual value,
𝑦 represents the average of the actual values, and 𝑇 , 𝑇 , 𝑇
𝑖 𝑜𝑝𝑡 𝑡𝑟𝑎 𝑝𝑟𝑒

8 
are the operation time of the optimization, clustering, and prediction
algorithms, respectively. 𝐿𝑖𝜏 and 𝑈𝑖𝜏 represent the upper and lower
bounds under the 1 − 𝜏 confidence interval, N denotes the number
of samples, 𝐶 is the difference between the maximum and minimum
actual power, and 𝐶𝑖 stands for the precision coefficient where a smaller
PINAW and CPIA close to 1 indicates a better interval prediction effect
of the model.

3. Case studies

3.1. Data preprocessing and correlation analysis

This study presents the results of short-term wind and photovoltaic
power forecasting using the wind and photovoltaic dataset in western
China from January 8, 2020, to January 20, 2021, which includes ten
wind farms dataset containing 11 variables and 67,105 samples and ten
photovoltaic sites converting 15 variables and 25,104 samples during
the time range from 6:00 to 18:00. The data are preprocessed to handle
missing values and outliers and Pearson and Spearman correlation
analysis based on Copula function are applied to select key influencing
factors shown in Figs. 8 and 9.

According to the correlation classification of Tables 1 and Tables 2,
WS (m/s) (actual wind speed), WEATHER1_WS (m/s) (wind speed
of meteorological source 1) and POWER (KW) (wind power) are re-
lated to wind power, POAI (W/m2) (actual horizontal irradiation),
WEATHER1_IR (W/m2) (horizontal irradiation of meteorological source
1), WEATHER2_IR (W/m2) (horizontal irradiation of meteorological
source 2) and POWER (KW) (photovoltaic generation) are strongly
correlated with solar power. Therefore, the above variables are selected
as the characteristic variables of power sites for clustering section
shown in Figs. 10–12.

3.2. Power sites clustering

This paper employs the FCM algorithm with the fuzzy parameter
m set to 2 and the termination criterion error of 0.005. Ten wind
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Fig. 10. The heat map of photovoltaic generation and influencing factors based on Pearson correlation coefficient.
Fig. 11. The heat map of photovoltaic generation and influencing factors based on Spearman rank correlation coefficient on copula function.
Fig. 12. The clustering results of the different algorithms.
farms and ten photovoltaic sites are clustered and compared with
four algorithms: K-Means, K-Means++, DBSCAN, and BIRCH, whose
numbers of clusters (N = 3, 4, 5) with M denoting the number of power
generation sites in every group.

The results of different clustering algorithms are displayed in Fig. 13,
where elements of the same color are in the same group and the
selected representative sites are (representative sites) RT. As shown in
Table 3, N is the clustering number, M is the number of wind turbines
in each group, RT represents the representative site in each group,
and SC represents the average silhouette coefficient whose increases
demonstrates that it enhances forecasting accuracy.

The clustering results of various algorithms and selected representa-
tive sites are listed in Table 3, where three cases with different cluster
9 
numbers (N = 3, 4, and 5) are selected for the clustering and the
average silhouette coefficient (SC) obtained through FCM clustering is
superior to other algorithms, suggesting the selected sites can better
represent regional site clusters.

3.3. Enhanced GWO algorithm

It is necessary for hybrid Inception-ResNet deep neural network
embedded with Informer to optimize parameters and consequently
this paper improved GWO algorithm whose fitness function, max
number of iterations, range and number of wolves are listed in Ta-
ble 5. The optimization parameters consist of kelnel size1, kelnel f ilter1,
kelnel stride1 in the first CNN layer; Res kelnel1 and Res kelnel2 in the
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Fig. 13. The scatter plot of generation forecasting for ours.

Fig. 14. Comparison with three forecasting frameworks on wind.
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Fig. 15. Comparison with three forecasting frameworks on photovoltaic.
first and second ResNet layers; kelnel size2, kelnel f ilter2, kelnel stride2
in the second CNN layer; Res kelnel3 and Res kelnel4 in the third and
fourth ResNet layers; kelnel size3, kelnel f ilter3, kelnel stride3 in the
third CNN layer; Res kelnel5 in the fifth ResNet layer; kelnel size4,
kelnel f ilter4, kelnel stride4 in the fourth CNN layer; Res kelnel6 in the
sixth ResNet layer; Inc convk1 and Inc convf in the Inception layer
branch1;
Inc convk21 and Inc convk22 in branch2 CNN layers; Inc convk31 and
Inc convk32 in branch3 CNN layers; pool size, Inc convk41, and
Inc convk42 in branch4 pooling and CNN layers in Table 4.

The enhanced GWO algorithm locates the prey through the positions
of the wolves 𝛼, 𝛽 and 𝛿 to gradually reduce the distance from the prey
and ultimately capture it.

In addition to the accuracy, the convergence speed is also a crucial
indicator. Fig. 7 shows the MSE convergence curves with the line
during the training process represents the loss curve for wind and
photovoltaic forecasting, the line with orange represents the loss curve
of the enhanced GWO and the line with blue represents the loss curve
for the original GWO. It is clear that that our model exhibits a faster
convergence speed, with smaller differences in loss between different
tasks the model is essentially converged around Epoch 50, and the
total loss is minimized around Epoch 80. Combined with Table 5, it
is evident that our improved outperformed GWO both in convergence
speed and solution accuracy according to the optimization results and
the feasibility and validity of the enhanced GWO are verified.

3.4. Results analysis and error comparison

The datasets with 15-minute sampling interval are into different
seasons, where the spring is from March 1 to May 31, the summer
11 
is from June 1 to August 30, the autumn is from September 1 to
November 30 and the winter is from December 1 to February 28. The
division ratio of the training set, validation set, and test set is 8:1:1 and
seven days in each month are randomly selected as the test set.

The experimental simulation for this study utilized a Xeon(R) Plat-
inum 8255C CPU and an NVIDIA V100-SXM2-32 GB GPU, operating
Windows 11. Furthermore, the hybrid Inception-ResNet deep neural
network embedded with Informer for wind and photovoltaic 24-hour
power generation is constructed with the Tensorflow in Python and
the detailed information of our model are given in Table 5. This paper
assesses the training process and evaluates model performance at the
same time as implements the validation set and determines prediction
accuracy on the test set to verify model performance.

3.4.1. Analysis of our model
The forecasting results proposed in this paper are shown in Table 6

and it can be seen that the average MAPE is reduced to 6.980%, the
average R2 is increased to 0.969 and the average 𝑇𝑡𝑜𝑡𝑎𝑙 is 340.94 s,
indicating that its excellent performance and prominent efficiency of
short-term wind and photovoltaic power generation forecasting.

Meanwhile, Fig. 13 suggests the Inception layer extracting high-
dimensional features can concentrate the points along the diagonal with
fewer outliers and capturing the characteristics of wind and photo-
voltaic power generation. These findings highlight that the clustering
algorithm accumulates the forecasting results of each cluster to comple-
ment errors each other, which can contribute to improving prediction
accuracy.
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Table 3
Clustering results and selection of representative sites.

Wind farm

N Group FCM K-Means K-Means++ BIRCH BSCAN

M RT SC M RT SC M RT SC M RT SC M RT SC

N = 3 Group = A 4 8 0.881 5 1 0.475 4 10 0.875 2 6 0.333 – – –
N = 3 Group = B 2 2 0.881 4 10 0.475 1 7 0.875 3 5 0.333 – – –
N = 3 Group = C 4 5 0.881 1 7 0.475 5 1 0.875 5 9 0.333 – – –

N = 4 Group = A 1 7 0.623 1 6 0.223 5 1 −0.026 – – – – – –
N = 4 Group = B 2 2 0.623 5 1 0.223 1 7 −0.026 – – – – – –
N = 4 Group = C 4 8 0.623 3 10 0.223 2 8 −0.026 – – – – – –
N = 4 Group = D 3 1 0.623 1 7 0.223 2 6 0.556 – – – – – –

N = 5 Group = A 2 8 0.378 2 2 0.556 4 5 0.556 – – – 2 7 0.156
N = 5 Group = B 1 7 0.378 4 5 0.556 2 2 0.556 – – – 3 9 0.156
N = 5 Group = C 2 3 0.378 1 8 0.556 1 7 0.556 – – – 2 4 0.156
N = 5 Group = D 2 4 0.378 2 7 0.556 1 6 0.556 – – – 2 3 0.156
N = 5 Group = E 2 10 0.378 1 6 0.556 2 8 0.556 – – – 1 1 0.156

Photovoltaic site

N Group FCM K-Means K-Means++ BIRCH BSCAN

M RT SC M RT SC M RT SC M RT SC M RT SC

N = 3 Group = A 1 10 0.830 5 5 0.381 2 7 0.382 3 7 0.210 – – –
N = 3 Group = B 4 4 0.830 2 7 0.381 5 5 0.382 5 4 0.210 – – –
N = 3 Group = C 5 5 0.830 3 4 0.381 3 4 0.382 2 10 0.210 – – –

N = 4 Group = A 2 9 0.650 1 10 0.442 3 4 0.441 – – – 3 5 0.190
N = 4 Group = B 4 5 0.650 3 4 0.442 1 1 0.441 – – – 2 2 0.190
N = 4 Group = C 3 1 0.650 1 7 0.442 1 7 0.441 – – – 4 9 0.190
N = 4 Group = D 1 10 0.650 5 5 0.442 5 5 0.441 – – – 1 1 0.190

N = 5 Group = A 5 5 0.625 2 1 0.556 5 5 0.506 – – – – – –
N = 5 Group = B 1 9 0.500 1 10 0.556 1 10 0.506 – – – – – –
N = 5 Group = C 1 1 0.500 1 7 0.556 2 1 0.506 – – – – – –
N = 5 Group = D 2 2 0.500 5 5 0.556 1 2 0.506 – – – – – –
N = 5 Group = E 1 10 0.500 1 2 0.556 1 7 0.506 – – – – – –
Table 4
Optimal parameters of our model.

Parameters of GWO Parameters of ours Range Results Parameters of ours Range Range

kelnel size1 [1, 7] 7 kelnel filter1 [16, 256] 16

The gray wolf population 27
kelnel stride1 [1, 2] 1 Res kelnel1 [1, 7] 7
Res kelnel2 [1, 7] 7 kelnel size2 [1, 7] 4
kelnel filter2 [16, 265] 18 kelnel stride2 [1, 2] 2
Res kelnel3 [1, 7] 5 Res kelnel4 [1, 7] 7

Fitness function MAE
kelnel size3 [1, 7] 3 kelnel filter3 [16, 256] 16
kelnel stride3 [1, 2] 1 Res kelnel5 [1, 7] 5
kelnel size4 [1, 7] 5 kelnel filter4 [16, 156] 32
kelnel stride4 [1, 2] 2 Res kelnel6 [1, 7] 1
Inc convk1 [1, 7] 7 Inc convf [16, 156] 16

Max number of iterations 100
Inc convk21 [1, 7] 3 Inc convk22 [1, 7] 7
Inc convk31 [1, 7] 6 Inc convk32 [1, 7] 7
pool size [1, 7] 1 Inc convk41 [1, 7] 7
Inc convk42 [1, 7] 4
3.4.2. Comparison with three frameworks of power sites generation
In order to compare the performance of three frameworks, namely,

cumulative prediction, predicting cumulatively, and clustering predic-
tion, this section conducts the contrasting experiments based on the
regional wind and photovoltaic power generation dataset.

The comparison of power sites generation forecasting among dif-
ferent frameworks is presented in Table 7. In the wind power dataset,
hybrid Inception-ResNet deep neural network embedded with Informer
model achieves a high R2 score of 0.969, 0.980 and 0.979 in spring,
summer and winter, indicating its strong predictive performance. How-
ever, the our model also demonstrates good accuracy and improves the
average CPIA by 0.033 and reduces the average MAPE on wind power
by 5.186 compared to the rest framework. Moving to Photovoltaic
power generation forecasting, which involves datasets from western
China, hybrid Inception-ResNet embedded with Informer continued to
showcase its superiority, achieving R2 of 0.981, 0.949 and 0.982 in
spring, summer and autumn, respectively. The other methods, namely,
cumulative prediction, predicting cumulatively, exhibits slightly lower
12 
R2 values in these cases. Moreover, our model achieves a 10.227%
lower MAPE than cumulative prediction in spring than and a 9.328%
lower than predicting cumulatively in autumn. Furthermore, the clus-
tering prediction achieves the lowest MAPE among three models in
every season and consumes less operation time T_total compared to pre-
dicting cumulatively and is not different of the cumulative prediction.
Overall, the clustering prediction framework demonstrates consistently
high R2 scores and low calculation time and cost across the different
datasets and various seasons, making it a favorable choice for accurate
PV and wind power forecasting.

As demonstrated in Table 7 and Figs. 14–15, our clustering predic-
tion achieves higher accuracy and consumes lower computational cost
and time, which verifies the effectiveness of the data clustering method.
The reason is separated two section: for one thing, the clustering
prediction can improve curve predictability by superimposing curves
from different sites corresponding to clustering for several site groups.
For another, This also offsets errors in day-ahead power generation
forecasting across different clusters, which contributes to decreasing
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Fig. 16. The forecasting results of state-of-the-art models on wind.
Table 5
Detailed description of the hybrid Inception-ResNet deep neural network embedded with Informer.

Model parameters Model layer Model parameters Model layer

Input Inception
Conv1D kelnel size = 7, branch1 Conv1D kelnel size = 2,

kelnel filter = 16, kelnel filter = 16
kelnel stride = 1 branch2 Conv1D kelnel size = 3,

Epoch = 200,
Batch_size = 32,
validation_split = 0.3,
Learning rate = 0.001,
Optimizer = Adam

ResNet kelnel size = 7, kelnel filter = 16
kelnel filter = 16 Conv1D kelnel size = 7,

ResNet kelnel size = 7, kelnel filter = 16
kelnel filter = 16 branch3 Conv1D kelnel size = 6,

Conv1D kelnel size = 4, kelnel filter = 16
kelnel filter = 18, Conv1D kelnel size = 7,
kelnel stride = 2 kelnel filter = 16

ResNet kelnel size = 5, branch4 MaxPooling1D pool size = 1
kelnel filter = 18 Conv1D kelnel size = 7,

ResNet kelnel size = 7, kelnel filter = 16
kelnel filter = 18 Conv1D kelnel size = 4,

Conv1D kelnel size = 3, kelnel filter = 16
kelnel filter = 16, Concatenate
kelnel stride = 1

ResNet kelnel size = 5, Informer d_model = 512, n_heads = 8,
kelnel filter = 16 e_layers = 3, d_layers = 2,

Conv1D kelnel size = 5, dropout=0.01, attN = ‘prob’,
kelnel filter = 32, embed = ‘fixed’,activation = ‘gelu’,
kelnel stride = 2 factor = 5, freq = ‘h’

ResNet kelnel size = 1, Output
kelnel filter = 32
13 
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Fig. 17. The forecasting results of state-of-the-art models on photovoltaic.
Table 6
The forecasting results of ours.

Season Type Evaluation index

R2 MAE(KW) MAPE(%) T_total(s) PINAW CPIA

Spring Wind 0.969 2677.121 6.430 301.04 0.120 0.983
Summer 0.980 2263.515 7.110 269.14 0.090 0.963
Autumn 0.966 2667.857 6.470 344.97 0.098 0.952
Winter 0.979 3615.907 6.110 358.99 0.069 0.942

Spring Photovoltaic 0.981 4930.973 8.810 339.81 0.121 0.963
Summer 0.951 6889.463 8.170 452.86 0.114 0.973
Autumn 0.982 5625.590 6.940 332.79 0.106 0.952
Winter 0.941 6846.052 5.800 327.99 0.134 0.922

the numbers of calculation and supporting high accuracy in contrast
with forecasting each site individually. These results testify the strong
performance of the hybrid Inception-ResNet embedded with Informer
in short-term wind and photovoltaic power generation forecasting.

3.4.3. Comparison with state-of-the-art forecasting models
To further verify the superiority of our model, this paper selects

five state-of-the-art models to confirm ours on day-ahead generation
forecasting including IEDN-RNET proposed by Ling et al. [27], IAMFN
developed by Zhao et al. [28], CNN-BiLSTM utilized by Liu et al. [17],
BiGRU-Attention noted by Liu et al. [29], and TW-FE-Adaboost ob-
tained by Xiao et al. [30]. Based on the above mentioned, error per-
formances and prediction curves of each model are evaluated across
the seasons converting spring, summer, autumn and winter.
14 
The forecasting results curves of various models are illustrated
in Figs. 16–17 where the lines with black, red, green, blue, yellow,
and purple represent the true and predictions of the above models,
namely IAMFN, CNN-BiLSTM, BiGRU-Attention, TW-FE-Adaboost and
ours respectively. It is evident that the power curve of IAMFN, BiGRU-
Attention, and our model are closer to the actual value indicating that
the prediction errors of these are gradually declined compared with the
rest.

In order to quantitatively evaluate the prediction performance of
our model, various evaluation index, for instance, R2 and MAPE along
with T_total are calculated to evaluate point prediction error and
estimate the operation time and cost. For simplicity, the PINAW and
CPIA are reported for interval prediction error evaluation. The error
statistics for different models are enumerated in Table 8 and it is clear
that the MAPE and PINAW of ours are smaller, the value of R2 is larger
than others while the T_total differs not much from other models.

(1) Fig. 16 presents the results of various models in short-term wind
power generation forecasting and in this case study ours achieves the
lowest MAPE (6.110), the lowest PINAW (0.069), and the highest R2

(0.979) on the winter dataset while the MAPE of BiGRU-Attention is
7.970, and the PINAW is 0.098, proving that the prediction values align
well with the actual values. Furthermore, the MAPE of ours achieves
1.24 lower and the PINAW is 0.003 lower than BiGRU-Attention among
the comparison models in summer. Our model reduces the MAPE by
2.09 and boosts 2.09 contrast to CNN-BiLSTM in autumn. These results
demonstrate that our model achieves lower prediction errors and a
stronger fit, which promotes the effectiveness and feasibility for wind
generation forecasting.
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Table 7
The forecating results of three forecasting frameworks.

Wind power generation

Forecasting framework Season Evaluation index

R2 MAE(KW) MAPE(%) T_total(s) PINAW CPIA

Cumulative prediction Spring 0.973 3730.809 11.424 339.80 0.091 0.929
Summer 0.914 4517.496 9.877 427.99 0.068 0.933
Autumn 0.982 3299.321 12.655 329.14 0.072 0.946
Winter 0.938 3038.657 12.905 351.92 0.080 0.915

Predicting cumulatively Spring 0.922 3364.523 9.650 1126.85 0.096 0.951
Summer 0.907 2933.918 14.430 1075.10 0.091 0.961
Autumn 0.903 3739.685 13.840 1189.71 0.105 0.949
Winter 0.899 4747.395 11.230 1089.52 0.095 0.941

Ours Spring 0.969 2677.121 6.430 301.04 0.120 0.983
clustering prediction Summer 0.980 2263.515 7.110 269.14 0.090 0.963

Autumn 0.966 2667.857 6.470 344.97 0.098 0.952
Winter 0.979 2615.907 6.110 358.99 0.069 0.942

Photovoltaic power generation

Forecasting framework Season Evaluation index

R2 MAE(KW) MAPE(%) T_total(s) PINAW CPIA

Cumulative prediction Spring 0.956 10 813.690 19.037 418.63 0.130 0.944
Summer 0.865 11 944.353 9.682 480.75 0.151 0.915
Autumn 0.910 11 215.267 9.656 421.91 0.134 0.916
Winter 0.941 7130.944 20.190 429.14 0.143 0.923

Predicting cumulatively Spring 0.882 7438.988 11.427 1765.84 0.182 0.916
Summer 0.911 8240.810 11.317 1245.86 0.186 0.911
Autumn 0.922 8247.107 16.268 1863.79 0.231 0.909
Winter 0.902 8977.478 10.782 1201.05 0.173 0.917

Ours Spring 0.981 4930.973 8.810 339.81 0.121 0.963
clustering prediction Summer 0.949 6889.463 8.170 452.86 0.114 0.973

Autumn 0.982 5625.590 6.940 332.79 0.106 0.952
Winter 0.941 6846.052 5.800 327.99 0.104 0.922
o

(2) The short-term photovoltaic forecasting results for solar sites
re obtained and it is provided in Table 9 that our model outperforms
ll of its competitors with R2 of 0.982, MAPE of 6.949, and PINAW
f 0.106, achieving a strong correlation between the prediction and
ctual values. However, IAMFN, CNN-BiLSTM, and BiGRU-Attention
lgorithms gain the MAPE of 9.055, 8.640 and 8.641 and PINAW of
.119, 0.118, and 0.109, indicating obvious forecasting errors. Specifi-
ally, the performance of ours in summer is slightly worse than that in
utumn, considering that power generation are more volatile due to sig-
ificant variations in sunshine intensity during summer. Nonetheless,
t demonstrates our superior performance compared to the state-of-
he-art model the R2 of 0.951, the MAPE of 8.170, and the PINAW
f 0.114. Among the algorithms evaluated, IAMFN acquires 5.225
igher of MAPE, 0.002 higher in PINAW which highlights the reliable
nd effective improvement of ours. On balance, these comparative
xperiments verifies the strong performance of our model in short-term
V forecasting.

Fig. 18 shows the average MAPE and R2 for the all cases. Addi-
ionally, detailed information on the case study results can be found in
able 8. In general, the proposed model, hybrid Inception-ResNet deep
eural network embedded with Informer, is evaluated for wind and PV
ower forecasting using four different seasons, with spring and winter
pecifically related to wind power, and autumn and winter focused on
V. As shown in Fig. 18, ours exhibits superior performance compared
o others in wind forecasting, which achieves a 5% lower MAE and a
% lower MAPE than IAMFN. Furthermore, ours outperforms the CNN-
iLSTM model by 3% in terms of MAPE. Additionally, the R2 of ours

is 6% higher than that of the CNN-BiLSTM model. Moreover, hybrid
Inception-ResNet embedded with Informer demonstrates a 4% higher
R-square value than IAMFN and approximately a 5% improvement
in R-square compared to both the CNN-BiLSTM and BiGRU-Attention
models. In case of PV forecasting, ours continues to exhibit superior
performance compared to IAMFN, which achieves a 6% lower MAPE
than IAMFN. Furthermore, the R-square value of ours reaches 0.972,
15 
which is 3.6% higher than that of the CNN-BiLSTM model. Addition-
ally, ours is approximately 6% higher than that of BiGRU-Attention
and TW-FE-Adaboost in R2, which demonstrates a very high correlation
coefficient for both wind and PV power forecasting.

3.4.4. Generalization experiment
To verify the robustness and generalization of our model, data from

the European Center for Medium-range Weather Forecasts (ECMWF)
[31] comprising of seven wind farm datasets of the same region in
Europe and PVOD [32] dataset of 10 photovoltaic power plants located
in the Hebei Province of China are used to test our model.

Fig. 19 shows the prediction results for all cases, and detailed
information on the results of the case studies can be found in Table 9. In
general, our model achieves R2 of 0.985, MAPE of 8.465% and PINAW
f 0.041 for wind power prediction and R2 of 0.971, MAPE of4.927%

and PINAW of 0.028 for PV forecasting, which shows that it has small
relative errors and good stability in the other scenarios, demonstrating
the robustness and generalization of the model.

4. Conclusion

Our model proposed in this paper based on FCM clustering and
hybrid Inception-ResNet demonstrates superior performance compared
to other algorithms, which exhibits high accuracy and low computing
time costs on wind and photovoltaic generation datasets. Initially, the
FCM clustering algorithm is employed to partition multiple power
generation sites into clusters and the clustering prediction approach
ensures that meteorological and power data within each cluster are
specific and consistent, which contributes to minimizing prediction
errors and reducing computing time and costs compared to the frame-
works of cumulative prediction and predicting cumulatively. These
strikes a balance between prediction accuracy and calculation effi-
ciency. Secondly, the Pearson correlation coefficient and Spearman

rank correlation coefficient on Copula function are utilized to analyze
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Table 8
The forecating results of state-of-the-art models.

Wind power

Season Evaluation index Ours IEDN IAMFN CNN BiGRU TW-FE
-RNET -BiLSTM -Attention -Adaboost

Spring R2 0.969 0.865 0.956 0.921 0.927 0.854
MAPE(%) 6.430 13.070 9.911 7.664 8.517 16.416
T_total(s) 301.04 290.17 603.41 286.86 489.18 311.89
PINAW 0.067 0.165 0.058 0.155 0.071 0.196

Summer R2 0.980 0.901 0.924 0.945 0.968 0.925
MAPE(%) 7.110 10.810 10.280 9.115 8.350 14.400
T_total(s) 269.14 234.49 599.40 288.17 576.07 201.22
PINAW 0.090 0.164 0.096 0.094 0.093 0.139

Autumn R2 0.966 0.928 0.963 0.941 0.928 0.949
MAPE(%) 6.470 16.824 12.120 8.560 10.700 32.850
T_total(s) 344.97 228.63 578.16 278.16 579.10 280.91
PINAW 0.069 0.164 0.076 0.086 0.077 0.142

Winter R2 0.979 0.913 0.952 0.925 0.956 0.859
MAPE(%) 6.110 10.370 11.720 7.877 7.970 27.660
T_total(s) 358.99 317.81 600.39 280.75 633.04 201.98
PINAW 0.069 0.089 0.072 0.087 0.098 0.168

Photovoltaic generation

Season Evaluation index Ours IEDN IAMFN CNN BiGRU TW-FE
-RNET -BiLSTM -Attention -Adaboost

Spring R2 0.981 0.902 0.952 0.967 0.940 0.911
MAPE(%) 8.810 12.282 9.650 9.985 9.576 10.393
T_total(s) 339.81 338.75 291.16 289.11 499.68 198.78
PINAW 0.121 0.207 0.178 0.138 0.129 0.266

Summer R2 0.951 0.890 0.948 0.933 0.942 0.849
MAPE(%) 8.170 11.920 9.230 13.365 8.695 15.770
T_total(s) 452.86 297.88 211.60 238.84 533.12 199.67
PINAW 0.114 0.231 0.116 0.118 0.133 0.248

Autumn R2 0.982 0.884 0.969 0.961 0.959 0.893
MAPE(%) 6.949 12.880 9.055 8.640 8.461 11.330
T_total(s) 332.79 241.78 240.92 276.81 520.63 201.32
PINAW 0.106 0.169 0.119 0.118 0.109 0.288

Winter R2 0.941 0.898 0.942 0.946 0.933 0.893
MAPE(%) 5.800 13.260 6.919 12.436 9.513 12.995
T_total(s) 332.79 263.89 335.29 254.95 473.53 200.87
PINAW 0.104 0.156 0.123 0.112 0.132 0.256
Fig. 18. Evaluation index of state-of-the-art forecasting results.
16 
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Fig. 19. Our forecasting in different dataset.
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Table 9
Our forecasting in different dataset.

Our forecasting results in ECMWF

Type R2 MAE(MW) MAPE(%) T_total(s) PINAW CPIA

Wind forecasting 0.985 0.198 8.465 325.19 0.041 0.971

Our forecasting results in PVOD

Type R2 MAE(MW) MAPE(%) T_total(s) PINAW CPIA

PV forecasting 0.971 1.439 4.927 278.51 0.028 0.988

the linear and nonlinear correlation between power generation and
their influencing factors and strong features are selected to establish
the input set of our forecasting model. Additionally, hybrid Inception-
ResNet deep neural network embedded with Informer consisting of
CNN module, ResNet blocks, Inception modules, and Informer, which
can effectively capture long-term dependency and nonlinear mapping
relationship within generation sequences. With its outstanding multi-
level feature extraction capability and the temporal features extracting
capacity, our model demonstrates excellent performance in short-term
wind and photovoltaic power prediction tasks. Finally, the GWO op-
timization algorithm is enhanced to improve the efficiency of model
optimization to obtain optimal parameters, thereby strengthening the
forecating performance.

Overall, our focus will explore the lightweight application of In-

former to reduce training time and conduct case studies on large-scale P

17 
clusters in different regions to emphasize research in large-scale power
site clusters prediction.
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