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Abstract. Recent developments in artificial intelligence (AI) have increased interest in com-
bining AI with human intelligence to develop superior systems that augment human and
artificial intelligence. In this paper, augmented intelligence informally means computers
and humans working together, by design, to enhance one another, such that the intelli-
gence of the resulting system improves. Intelligence augmentation (IA) can pool the joint
intelligence of humans and computers to transform individual work, organizations, and
society. Notably, applications of IA are beginning to emerge in several domains, such as cy-
bersecurity, privacy, counterterrorism, and healthcare, among others. We provide a brief
summary of papers in this special section that represent early attempts to address some of
the rapidly emerging research issues. We also present a framework to guide research on IA
and advocate for the important implications of IA for the future of work, organizations,
and society. We conclude by outlining promising research directions based on this frame-
work for the information systems and related disciplines.

Keywords: augmented intelligence • artificial intelligence • human-computer symbiosis • collective intelligence • future of work

The main intellectual advances will be made by men
and computers working together in intimate association.

(Licklider 1960, p. 4)

1. Introduction
The desire to overcome the physical and intellectual
limitations of human beings has fueled societal pro-
gress since prehistoric times. This has often resulted
in the development of infrastructures on a massive
scale, including transportation, civic, communication,
and computing infrastructures. The latest such en-
deavor to overcome human limitations targets intelli-
gence and represents relatively early stages of building
out the infrastructure for augmenting human intelli-
gence. The emerging intelligence augmentation (from
hereon also referred to as IA) infrastructure has the
potential to pool the intelligence of human beings and
computers to transform individual work, businesses,
institutions, and even society in an unprecedented
manner and at scale. Studying the wide variety of is-
sues that will arise in this transformation journey is a
multidecade, even possibly multicentury, effort. This
commentary and the corresponding special section at-
tempt to showcase some of the early attempts at

understanding the societally relevant challenges and
opportunities of IA. In addition to a brief review of
the papers in this special section, we present a frame-
work to guide research on IA and its impact on the fu-
ture of work, organizations, and society. Using the
framework, we lay out promising research directions
for the information systems (IS) and related disciplines.

Although artificial intelligence (AI), machine learning,
and other autonomic technologies are usually in the
spotlight, many important problems are often solved
through humans and computers working alongside
each other cooperatively. For the special section, aug-
mented intelligence informally meant computers and
humans working together, by design, to enhance one
another, such that the intelligence and performance of
the resulting system, as a whole, is superior. Our per-
spective here is intentionally bidirectional, that is, IA
happens when AI enhances human intelligence and also
when human beings enhance AI. More importantly,
rather than focusing on how each side can help the oth-
er, we propose that our focus should be on designing IA
such that the system, as a whole, operates with superior
intelligence than either side alone. Because intelligence
itself is hard to measure directly, often the objective in
any IA design is to enhance overall performance in a
given context, rather than intelligence directly, with the
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assumption that superior intelligence is likely to en-
hance performance. Although this approach mirrors to-
day’s practical focus when it comes to the widespread
interest in IA, we must recognize that performance and
intelligence are distinct concepts, leaving open interesting
future possibilities to conceptualizing effective IA de-
signs that directly improve the (augmented) intelligence
of the system, irrespective of the overall performance of
the system.

In our view, IA therefore requires a focus on design
that optimally combines the abilities of human beings
with various AI technologies and algorithms. An impor-
tant open question in any such design is where the ulti-
mate control belongs—with humans or the machine? As
such, interesting directions emerge for IS researchers in
the design of IA systems that focus on control, interac-
tions between humans and machines, their interface
points, and the delegation of work between humans
and AI, such that the system as a whole improves (as
measured directly by improved intelligence or indirectly
by performance) over other alternate designs for the
problem at hand. Applications of IA are beginning to
emerge in a number of domains, such as cybersecurity,
counterterrorism, healthcare, and space exploration,
among others. This special section of Information Systems
Research invited researchers to submit their best work to
highlight how they are beginning to seamlessly integrate
human and computer intelligence to solve interesting
and important problems that impact the future of work,
organizations, and society.

IA emerged as an important area of research, even
during the earliest days of AI. In the 1960s, Engelbart
and Licklider (who both managed research programs
at Defense Advanced Research Projects Agency
(DARPA)) pioneered the arguments for human-
computer symbiosis (Licklider 1960). A fundamental
assumption behind the need for human-computer
symbiosis is that computers and human brains have
different problem-solving abilities. As such, IA re-
search pursues design ideas that are intended to
optimize the combined computational potential of hu-
mans and computers. One branch of IA very familiar
to IS researchers is human computer interaction
(HCI). Winograd (2006) describes the tensions be-
tween the AI and the HCI camps and the associated
“rationalistic” and “design” perspectives that they
represent. Some AI researchers attempted to model
human beings as cognitive machines and sought to
build human-like AI systems. HCI, on the other hand,
focused on a design approach that emphasizes inter-
pretation, human behavior, and experimentation. Wi-
nograd quotes David Kelley, the renowned design
thinker, as saying, “Enlightened trial and error out-
performs the planning of flawless intellect,” which
suggests the importance of iteratively improving by
modeling the interaction between humans and AI

(Winograd 2006, p. 1257). However, HCI is not the
only perspective for human-computer symbiosis.
Large-scale computational problems often cannot be
solved by either computers or human beings alone
and are often termed human computation problems
(von Ahn and Dabbish 2008). For instance, crowd-
sourcing strategies for many messy large-scale image
or character recognition problems fall into this do-
main. Human computation problems rely on harness-
ing the collective intelligence of human beings to solve
problems that computers are not yet good at solving.

Human-computer symbiosis has the potential to ad-
dress some of the most difficult issues facing society
today. Indeed, IS researchers have embraced both AI
and IA traditions, highlighting the design and rational
schools of thoughts in research papers, notes, and
commentaries (see, for example, Dhar et al. 2014,
Gregory and Muntermann 2014, Meyer et al. 2014,
Clarke et al. 2016, Rai et al. 2019). However, there is
still a lack of integrated discussion and a comprehen-
sive body of literature on the direct implications of
how IA and AI research can contribute to various ap-
plications to individuals, organizations, and society
and to their impact on the future of work. This special
section of Information Systems Research intends to begin
a new dialog on the potential synergies between IA
and AI within the context of IS research.

In this editorial commentary, we lay out the histori-
cal context; we introduce a framework for studying
the future of work implications from an individual,
organizational, and societal perspective; and we dis-
cuss important research directions for IS research and
related disciplines in the domain of AI and IA.

2. Historical Context of AI
Alan Turing’s question “Can Machines Think?” and
the associated Turing Test (Turing 1950) are widely
thought of as the beginning of AI over seven decades
ago. Turing famously commented that, “at the end of
the century the use of words and general educated
opinion will have altered so much that one will be able
to speak of machines thinking without expecting to be
contradicted (Turing 1950, p. 442).” Indeed, this prophe-
cy was decades ahead of core developments in AI, and
much that has played out in AI and machine learning
over the last two decades essentially has validated it.

In the early days, AI was often associated with
problem solving using basic computational methods
(Minsky 1961). Some early examples of problems in-
cluded playing checkers (the first game-playing exam-
ple) or chess—activities that humans normally associate
with intelligence. This focus on devising computational
methods to solve problems that demonstrate intelli-
gence often translated into “search problems,” where
algorithms had to explore large search spaces of
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possible solutions to solve problems. In Steps Toward Ar-
tificial Intelligence, Minsky (1961, p. 8) notes that “when
we do not know how to solve a certain problem, we
may program a machine (computer) to search through
some large space of solution attempts”; and he proceeds
to lay out pattern recognition, learning, planning, and
induction as ways to improve this search process.

Newell and Simon (1976, p. 114) in the tenth Turing
Lecture reflected on the initial years of AI, and they
argued that the two concepts of (a) storing and manip-
ulating symbols and (b) heuristic search techniques lie
at the heart of being able to capture intelligence. They
wrote that “both (these) conceptions have deep signif-
icance for understanding how information is proc-
essed and how intelligence is achieved.” Keeping
problem-solving as the focus, Simon (1983) noted
three typical (but not mutually exclusive) ways of do-
ing this in AI: search, identified reasoning (based on
logic, with its axioms and rules of inference), and con-
straint satisfaction (a precursor to many subsequent
optimization problems such as assignment). It was
generally understood during this time that knowledge
representation is itself a critical piece of the puzzle in
the quest to build intelligent machines that could rea-
son about complex problems.

Early efforts in this direction were led by researchers
in the field of expert systems. These efforts at Stanford
University’s heuristic programming project (Feigen-
baum 1981) produced well-known application systems
like MYCIN (Buchanan and Shortliffe 1984). However,
limitations of hardware technologies and difficulties in
acquiring knowledge limited the practical applications
of these types of systems in business and other real-life
settings. This resulted in a significant slowdown of
business interest and investments in these types of sys-
tems throughout the 1980s and 1990s.

Early AI was predominantly symbolic in terms of
the how it approached knowledge representation and
manipulation. Although there were connectionist
ideas (Rosenblatt 1957), these did not develop until
much later (Rumelhart et al. 1986, Lecun et al. 1998,
Raghu et al. 2001, Hinton et al. 2006) when algorithms
that could train reasonably large connectionist models
developed. As we now know, much of modern-day
AI and deep learning are rooted in the connectionist
paradigm, which has led to innovations in a range of
problem-solving scenarios, popularly known as “big
tech,” that demonstrate human or superhuman-like
intelligence in areas such as image classification
(Krizhevsky et al. 2012), self-driving (Pomerleau
1991), language (Vaswani et al. 2017), playing games
(Silver et al. 2016), and protecting individual and
organizational privacy (Liu and Pavlou 2021). The
widespread availability of voice-activated assistants
like Alexa, Siri, and Google assistant; smart cars; and
drones have brought AI to the public realm; and this

is expected to continue to generate the vast amounts
of data needed to train AI models.

Beyond its applications in big tech, AI has the po-
tential to become a fundamental and pervasive tech-
nology for all business operations across firms and
across industries. It has been used to automate many
business tasks, such as selecting applicants, approving
loans, identifying fraudulent transactions, and pro-
tecting privacy (Liu and Pavlou 2021). However, suc-
cessful AI applications require large volumes of rela-
tively clean data, which are challenging to get in many
practical organizational operations. Repetitive tasks,
such as in warehouses, assembly lines, and fast-food
restaurants, have been early targets for automation be-
cause it is relatively easier to generate and capture
quality data in such task scenarios.

With the move into mainstream organizations, other
important considerations have started to emerge. For
instance, business applications can, in many circum-
stances, require explanations for recommendations,
actions, and decisions. To accept the use of AI applica-
tions in such cases, users would have a need to
understand the underlying algorithmic process and/or
be offered explanations that accompany actions. With
increasing AI-powered automation in business, basic
questions about how issues like fairness, bias, ethics,
and impact are responsibly addressed have led to a
growing body of work both in academia and in indus-
try. Operationally, deciding what type of decision mak-
ing can be delegated to machines remains a challenging
question for businesses to resolve today. Management
researchers have started to focus on these topics and
specifically on how AI relates to and impacts organiza-
tion design. Krogh et al. (2018, p. 408) argued that “in
the long run outsourcing ‘intelligence’ to machines will
neither be useful nor morally right. Although such tech-
nologies have many attractive features, they merely em-
ulate human cognitive processes and cannot substitute
the great flexibility, adaptability, and generativity we
generally associate with human intelligence.” Many
companies have used AI to automate processes, albeit
those that deploy AI mainly to displace employees may
see only short-term productivity gains. A research
study by Wilson and Daugherty (2018) involving 1,500
companies found that firms achieve the most significant
performance improvements when human beings and
machines work together, again pointing to the value
that a broader intelligence augmentation perspective
can bring to organizations.

AI today is moving into high-stakes applications,
such as universal self-driving cars, autonomous weap-
ons and warfare, managing entire energy grids, and
precision medicine and surgery (Dietterich 2017). In
such application contexts, there are now calls for
“robust AI” systems that can deal with unknowns in
an autonomous manner. This has been motivated in
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large part from observations by leading researchers
(Bengio 2019, Marcus 2020) that a large part of deep
learning’s success has come from being able to learn
from massive data but without necessarily being able
to generalize beyond the realms of training data to
learn the way humans might learn. The exact way of
developing such robust AI is not fully known at this
point, and it will likely need another decade or two of
research to reach in practice. This call for AI to gener-
alize in a robust manner beyond the bounds of its
training data resonates in practical business
applications as well. We are seeing AI take over finan-
cial advising (Sironi 2016), trading (Dempster and
Leemans 2006), supply chains (Min 2010), customer
interactions (Adam et al. 2020), and even management
(Gladden 2014). Although organizations welcome ful-
ly automated solutions with open arms (unlike purely
computational applications), there is a greater appre-
ciation for the role of intelligent human beings and
domain experts. Hence, one path toward robust AI
in organizations will be through the use of human
beings and AI systems in newer integrated architec-
tures that can build systems that are better than either
human or AI alone, which we turn to next.

3. Intelligence Augmentation and the
Future of Work

As a future IA infrastructure develops in academia
and practice, one of the pressing questions is what
work will be like in the future, a consideration that
typically spawns related questions, such as what skills
human beings are likely to need, or will require to be
trained in; what educational institutions need to teach
students for the jobs of tomorrow; and what public
policies might be needed to leverage the benefits of IA
while properly addressing the human issues that arise
in this complex and rapidly evolving process. Our
consideration of IA in this section therefore focuses on
this multifaceted lens.

To understand how IA is leveraged in future work
environments, IS researchers will need to focus on the
human and AI abilities that are leveraged in redesign-
ing various work tasks. The labor economics and psy-
chology literatures have developed the core concepts
of human abilities (Peterson et al. 2001). The body of
knowledge from this literature has been codified in a
job classification system by the U.S. Department of La-
bor known as O*NET (https://www.onetonline.org/).
Although this was not the original intent, the human
abilities documented in this classification system have
become a key basis for predicting future job impacts
through the infusion of AI. At the most granular level,
there are 52 distinct human abilities broadly grouped
under four categories in the taxonomy: cognitive, psy-
chomotor, physical, and sensory abilities. Frey and

Osborne (2017) utilized O*NET task classification to
identify the key hurdles to cross for task augmenta-
tion as perceiving and manipulating objects in un-
structured environments, creativity, and emotional
and social intelligence.

AI researchers have developed foundational aug-
mentation technologies that are typically imple-
mented as software and/or hardware artifacts to solve
basic scientific problems associated with human lan-
guage (e.g., BERT model), sensing (e.g., computer vi-
sion), cognitive inference (e.g., algorithms for learn-
ing, problem solving and reasoning), and human
movement (e.g., robotics). The research focus at this
level is generally independent of specific application
areas. A case in point is the research effort around the
common objects in context challenge (Lin et al. 2014).
The algorithms developed to address the object identi-
fication challenge have led to more industrialization
of computer vision techniques (Zhang et al. 2021).
Such technologies can find applications across organi-
zations, industries, sectors, and occupations. To make
significant contributions in IA, IS researchers will like-
ly need to keep a close watch, and even contribute to
some of the foundational augmentation technologies
that offer powerful building blocks for the transforma-
tion of future work environments and organizational
processes. Although these technologies are usually as-
sociated with AI, viewing them explicitly as augmen-
tation technologies can suggest a purpose—beyond
many of the common AI use cases—that focuses on
augmenting human abilities.

Leveraging the idea of human-computer collabora-
tion, we therefore conceptualize the future of work to
emerge from this interplay between basic human abili-
ties critical to work environments and the ability of aug-
mentation technologies to support or perform such
tasks. This interplay will define the evolution of task
augmentations from both a micro and macro perspec-
tive (see Figure 1) while driving societal investments in
human capital and technology development to areas
where these are the most critical. Fundamental shifts in
societal priorities on education are inevitable as aug-
mentation technologies penetrate work, organizational,
societal, and even household environments.

Theoretical research in augmenting human abilities at
the task level can involve improvements in specific
occupations/tasks that are in some ways derived from
foundational augmentation technologies and are also
independent of any organization-specific nuances. For
instance, IA research on augmenting how human beings
communicate will leverage foundational language, sen-
sory, and inference technologies. Such augmentation
could apply to a variety of tasks in a number of occupa-
tions and is therefore not organization specific. Another
example would be adaptation of computer vision tech-
nologies and robotics for enhancing human ability to
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handle hazardous materials and conditions. These types
of—typically organization or context independent—
augmentation are represented at the lowest level in Fig-
ure 1.

At the organization level, based on organizational
strategies that considered the business environment
and economics, such as labor costs, firms may selec-
tively adapt foundational augmentation technologies.
Such organization-specific adaptations of occupation/
task-specific augmentation technologies support
organizational level task augmentation. Thus, we
expect organization-specific adaptations to result
in an augmented intelligence environment that crea-
tively assembles work environments that leverages
organization-specific resources to enhance individual
and team abilities in the organization. For instance, a
mining company could adapt self-driving technolo-
gies (occupation/task augmentation technologies) to
mining tasks (firm-specific adaptations). The adapta-
tion process would leverage internal knowledge,
industry-specific knowledge, and local economic con-
ditions in augmenting human abilities in the mining
operation, such as identifying new areas to mine and
drill with intelligent autonomous machines far below
the earth’s surface. The assembly of such technologies
may integrate organization-specific research and de-
velopment (R&D) in materials and extraction technol-
ogies to create unique competitive advantages. Based
on the local labor market, certain augmentation
technologies or certain human abilities may be more
cost-effective. Such organization-level decisions could
potentially confer several competitive advantages. As
such, IS researchers studying organizational workflows,
processes, and operations will need to start incorporat-
ing IA as a practical component toward enhancing or-
ganizational performance, thereby including another

important theoretical construct in research models that
seeks to study factors that contribute to organizational
performance and competitive advantages.

Whereas the focus of augmentation at the occupation/
task level is the human abilities, the organizational level
adaptations will additionally need to focus on abilities
that augment the collective intelligence of the organi-
zation as a whole. The information processing view
(Galbraith 1974) of the organization is a useful theoretical
framework to parse how firm-specific adaptations of
augmented intelligence could occur. Mitigation of task
uncertainties is fundamental to how we observe varia-
tions in firm performance. The potential for IA to alter
the uncertainty calculus of organizations poses interest-
ing questions for organizational and IS researchers.
Building upon the information processing view of
organizations, Malone (1987) defines multiple coordi-
nation structures that have differing performance
implications given computational, coordination, and
communication costs. The coordination structures can
be hierarchical (product or functional) or market based
(centralized or decentralized). Performance outcomes of
teams and organizations manifest based on how the in-
formation processing tasks are organized. The informa-
tion processing actions can predominantly be placed
under three distinct buckets: situational awareness,
management and coordination, and execution or ac-
tion performance. This perspective of organizing is
rooted in Galbraith’s information processing view
of the organization (Galbraith 1974). These three
buckets also align well with McGrath’s (1984) group
task circumplex. Situational awareness aligns with
tasks performed in teams to generate ideas
and plans based on the available information. Man-
agement and coordination map to decision choices
performed either through coordination or

Figure 1. (Color online) Conceptualizing the Future ofWork in an Augmented IntelligenceWorld

Foundational
Augmentation Technologies 

Sensory, Language, Inference, and 

Movement augmentation

Organizational Strategies

Augmentation-enabled business models and market and platform innovations

Augmenting Human Abilities in 
Individual/Organizational Tasks
Cognitive, Psychomotor, Physical,

and Sensory

Build situational awareness Manage and coordinate Execute/perform actions

Firm level Task Augmentations

Enhancing collective intelligence of organizational units, teams, and individuals 

Jain et al.: Editorial for the Special Section
Information Systems Research, 2021, vol. 32, no. 3, pp. 675–687, © 2021 INFORMS 679

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

12
3.

11
2.

10
.1

66
] 

on
 1

7 
Se

pt
em

be
r 

20
24

, a
t 1

9:
47

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



negotiations. Execution and action performance
cover psychomotor and intellective group tasks in
the task circumplex.

Augmentation of human intelligence can dramati-
cally alter the structure and magnitude of coordina-
tion costs (in addition to the changes to task uncertain-
ties) and thus leads to significantly different
organizational structures and performance implica-
tions. More broadly, organizational adaptation of IA
can lead to new business models, new products/serv-
ices, and potential entry into new markets. In essence,
organization-specific adaptations of IA have the po-
tential to open entirely new theorizations of organiza-
tional strategies and create novel sources of competi-
tive advantage.

Framing the IA concept into foundational, task-
level, and organization-level developments enables us
to assess key focus areas for research that explores the
interplay of human and AI capabilities. The three cate-
gories also capture the economic significance of the in-
vestments in IA technologies to individuals, organiza-
tions, and society. Furthermore, the rationale for
organizational studies becomes clearer with this per-
spective as organization-specific and occupation/
task-specific intelligence augmentation could be
viewed as resource adaptations that generate distinct
organizational capabilities that may create competi-
tive advantages.

We also know quite well in IS research the impor-
tance of societal and public policy contexts and im-
pacts in technology adaptation (Ganju et al. 2016). We
expect IA research to also address how societal, mar-
ket, and organizational contexts influence—and get
influenced by—intelligence augmentation in practice.
Many national governments have recognized the po-
tential for AI to revolutionize their societies and have
developed national road maps and strategies. For
example, Germany’s roadmap outlines a number of
investment plans and cross-country collaborations to
accelerate AI innovations (Germany 2019). The road-
map also reviews and explicitly recognizes the priva-
cy, ethics, and responsible development and oversight
of IA technologies. Such policy initiatives will likely
have a direct impact on how intelligence augmenta-
tion happens in various contexts. A similar report
from the United States more directly recognizes the
augmentation potential and identifies human-AI col-
laboration as a strategic national priority (NSTC 2019).
The shifts in national strategies and policies are bound
to create new dynamics in business environments lo-
cally and globally. As such, IS researchers will have
new opportunities to refine existing theories and de-
velop new theories on the interactions between tech-
nology investments, business environments, and firm
strategies that can have broader public policy and so-
cietal implications.

4. Strategy and Mechanics of Human-AI
Collaboration

Although the framework described in Section 3 offers
some ways to think about how organizations can devel-
op IA strategies for competitive advantage, the firm-
specific adaptations of IA at the task and strategic levels
do require consideration of some more granular archi-
tectures of how human beings and AI can collaborate,
along with a deeper understanding of many issues relat-
ed to such collaborative architectures. To highlight some
of these architectures, we draw on the most recent Unit-
ed States National AI R&D Strategic Plan developed by
the National Science and Technology Council (NSTC)
(NSTC 2019), which calls specifically for better research
in human-AI collaboration—one of eight strategic areas
that are highlighted. For our purpose here, the plan out-
lines three ways in which AI can work with humans:

• AI works alongside humans to accomplish periph-
eral tasks and generally looks to support the human
expert.

• AI takes over when the human has high cognitive
load.

• AI replaces humans in areas where humans have
limited strengths or the environment is toxic or when
real-time response is key.

An example of a scenario where AI works alongside
human beings can be a physical security system, such
as the Knightscope security robots (Knightscope
2021). The security robot can monitor and analyze on
the ground situations in real time and can report un-
usual situations to human beings for further action. In
hazardous scenarios, such as chemical spills or deep-
sea explorations, AI can work alongside human
beings for enhancing their situational awareness and
support planning. However, in dangerous conditions,
AI can completely take over the performance of cer-
tain risky actions. The richness of the delegation op-
tions available to organizations in designing future
work environments creates new opportunities for the-
orizing optimal AI and human collaborations, delega-
tion patterns, and organizational structures to develop
effective IA applications for dangerous conditions and
unpredictable environments.

AI may be able to completely replace human beings
in limited, structured environments. Given the limita-
tions of current AI capabilities, the need for a struc-
tured environment is very critical. One of the reasons
for the success of AI research in games like chess, Go,
and others is that games often provide an environment
where the rules of engagement and boundary condi-
tions are clear. Organizational work environments—
even virtual ones—are often not very structured;
therefore, even limited replacement of human beings
with AI in existing work environments is bound to run
into practical challenges, at least for the foreseeable
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future. This limitation, however, should be considered
as an opportunity for organization-level innovation
and opportunities for research. For example, a reima-
gined kitchen configuration is necessary to replace the
sous chef in the kitchen with a robot. If the robot and a
human being are working together, the rules of engage-
ment become especially important, such that the inter-
actions are intentionally structured, reasonably safe,
and even noise free.

The NSTC report (NSTC 2019) also calls for research
in better algorithms that are human aware as well as
for better systems that take into account human
strengths and weaknesses. These are challenging
problems that need to take into account complex is-
sues, such as user-oriented design, ease of use, trust,
and the building of effective adaptive systems that are
also data driven. The kind of work needed to make
these happen in a robust and scalable way will have
to be socio-technical in nature and will need to model
human beings and their behavior as well as model the
behavior of AI. These are areas where we have limited
understanding today and need significantly more the-
oretical and empirical research. As a case in point,
only recently we are starting to understand effective
ways of delegation between human beings and AI
(Fügener et al. 2019), where we look at not just how
AI can work with human beings but also how human
beings can work simultaneously with AI. Yet, there
are some exciting new ideas in this context that the pa-
pers in this special section offer, which we summarize
below. However, these are the proverbial tip of the
iceberg, and they are likely to be as useful in exploring
the questions they further inspire as the ones that they
attempt to solve in their various specific and broader
contexts.

Evaluating human beings for the quality of work
they provide is at the heart of most human resource
management systems. In the context of highly skilled
labor provided in online marketplaces, this is argu-
ably even more important because the users of these
services rarely have prior first-hand experience in us-
ing a certain person for a highly skilled task. Reputa-
tion systems used for this purpose are often based on
either inputs provided by human users of those sys-
tems (i.e., feedback ratings of the workers) or based
on machine learning methods that use networks and
other attributes. For this problem, the paper by
Kokoddis (2021) in this special section presents design
principles and a method for combining human inputs
with machine learning to build more robust reputa-
tion systems, demonstrating the power of IA in the
context of customer-driven reputation systems. Inter-
estingly, for the same broader problem is the question
of what happens when we use crowdsourcing for
low-skilled labor. Different opportunities exist and so
do different problems. Low-skilled human labor has

been extensively used for labeling work tasks, such as
image classification or extracting ground-truth infor-
mation from data, such as feedback reviews. Often
these crowdsourcing tasks are used to build large-
scale machine learning systems; in a sense, this use of
human labelers along with building AI models is itself
a form of intelligence augmentation and one that has
been used now for over a decade. The motivations for
using crowdsourcing with low-skilled labor range
from training AI models to lowering information
processing costs. The use of low-skilled labor in
crowdsourcing does result in quality problems—an is-
sue tackled by Kokoddis (2021). Focusing on tasks
where there are multiple labels that are needed from
the workers (e.g., labeling a news article into multiple
categories simultaneously or labeling a road image
with all the items inside the image), Yin et al. (2021)
present a method that exploits label dependency to si-
multaneously correct for these errors. In this process
their method also provides better worker quality esti-
mates, so down the road, these workers can either be
removed from those tasks that do not suit their skills
or ideally be redirected to other tasks where they do
have the necessary skills or expertise.

The above examples do suggest that online labor
markets—for low-skilled or high-skilled workers—
do present opportunities for clever redesigning from
an IA perspective, where AI models and human
beings work together in symbiotic and synergistic
fashions to jointly bring out augmented intelligence
that is greater than each individual component
alone. We caution, however, that simply rebranding
online labor markets as augmented intelligence sys-
tems because humans are automatically assigned
tasks by machine learning systems will not do justice
to the range of IA opportunities that are present
when viewed through a broader lens. The work of
Kokkodis (2021) and Yin et al. (2021) in this special
section point to deeper and more impactful opportu-
nities for the design of IA applications in the context
of online labor markets.

As noted earlier, we know little about the mecha-
nisms by which human beings work with AI systems
today. Building a future with augmented intelligence
is going to require significant work in this area, and
this likely will be an area where our insights and
knowledge will evolve over time as humans and AI
systems jointly evolve in their mutual understanding
of each other’s strengths and weaknesses. This process
will most likely also be impacted by technology (as AI
gets better) and education (as humans learn how to
best work with AI). This special section offers three
examples in application areas as diverse as customer
service, fintech, and healthcare. Schanke et al. (2021)
address the issue of what happens when chatbots be-
come more human-like by design. In a field
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experiment, this paper sheds light on how customers
behave as the AI they interact with increasingly has
human-like characteristics such as humor. The results
suggest that it might help transaction completion, but
might simultaneously create a negotiating mindset for
consumers. Ge et al. (2021) studied investors interact-
ing with robot advisors in a P2P lending scenario and
show that these investors often do not make optimal
decisions on when to use these services, suggesting
the need for better augmentation capabilities if we are
to use AI to help investors make better decisions. Jus-
supow et al. (2021) highlight a similar scenario in the
case of diagnosis decisions in healthcare organiza-
tions. This work showed the urgent need for better
understanding metacognitive processes around how
physicians make decisions when working alongside
AI systems. Notably, AI systems do fail, and a proper
understanding of how human beings could determine
when to override these systems is crucial. Interesting-
ly, Jussupow et al. (2021) also show that there are dif-
ferences between novice and expert physicians in
terms of how they make these decisions, pointing to
perhaps the need for more careful education of hu-
man beings in every discipline where AI is being used
today. Learning to deal with AI errors is crucial for
better intelligence augmentation, and there is a signifi-
cant amount of work needed to understand how best
to do so in practice.

5. Potential Research Directions
To envision how IS researchers can navigate the signifi-
cant research possibilities in this area, we discuss some
specific contexts in detail and provide the design impli-
cations emerging from IA. The contexts discussed in this
section illustrate the intersection of human control and
IA systems and the associated research questions that
arise. We choose IA in the context of financial markets
to illustrate how human cognitive abilities are augment-
ed for better situational awareness and execution. With
human beings in the loop, this context throws open a
number of research questions pertaining to decision
making, human behaviors, delegation of responsibility,
and control. We use the gig economy platform context
to illustrate how management and coordination aug-
mentation is making it possible to assemble and manage
teams of workers to perform tasks. In many gig-work
contexts, it is possible for human beings and computers
to work alongside each other. The gig context is an ex-
ample of how all human abilities (cognitive, psychomo-
tor, physical, and sensory) can be leveraged. The third
context we illustrate is autonomous driving, given its in-
creasing role in society as an example of how AI might
someday fully automate and replace human beings
out of many tasks—a scenario we feel needs to be
enriched through the discussion of how intelligence

augmentation can play out in this context.
Augmentation under self-driving primarily targets
psychomotor, physical, and sensory abilities; this ex-
ample shows how it is done at the individual level as
well in terms of sensing (situational awareness),
processing (management and control), and execution.
The organization-level adaptation of self-driving
technologies opens up a number of interesting re-
search questions at the organizational as well as the
societal level. Thus, the design space for researching
the three levels of augmentation we described earlier
promises to be a rich problem domain that requires a
broader multidisciplinary perspective to design effec-
tive human-computer collaboration modes.

5.1. Augmented Intelligence in Financial Markets
The special section submissions included a number of
manuscripts that tackled significant issues pertaining
to market innovation possibilities with IA. Among the
published papers in the section, the article by Ge et al.
(2021) investigates an interesting research context per-
taining to decision augmentation in financial market
interactions. The key takeaway in this paper is the ob-
servation that human-in-the-loop can adversely im-
pact performance. There is also evidence for recency
bias in the human's use of recommendations made by
the AI agent. Both behaviors point to the important
need for researchers to examine and understand the
human-AI decision interfaces to optimize perfor-
mance. As Ge et al. (2021) point out, financial markets
are ripe for innovation with robo-advising; such advi-
sory services have the potential to democratize inves-
ting for large, underserved populations. However, the
results in the paper point to the need for a lot more
work in understanding the behavioral implications on
users of robo-advising features. Machine learning al-
gorithms are often designed without explicit consider-
ations for human rationality assumptions. As outlined
in numerous studies, human biases in decision mak-
ing exhibit heterogenous and distinctive patterns
(Tversky and Kahneman 1974, Ariely et al. 2009).
Robo advisors in market platforms can be designed
with personalization built in. However, inability of
learning algorithms to identify and account for indi-
vidual irrationality in the decisions can affect the qual-
ity and acceptability of the recommendations.

Beyond robo-advising, recent fintech innovations
have further strengthened the “wisdom of the crowd”
in the investment world and demonstrate the opera-
tionalization of the collective intelligence concept. For
example, a recently introduced exchange-traded fund,
SFYF, consists of 50 most widely held stocks of invest-
ors on the platform.1 Variations of this theme can
blend algorithmic inferences with human decisions to
enrich the variety of financial products available to
investors. A number of behavioral and algorithmic
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research issues emerge in the fintech world in such
contexts: How can human intelligence and algorith-
mic innovations be effectively combined to create saf-
er and better performing investment products? How
can investors develop trusting relations with robo-
advising and overcome their own decision biases?
How can platforms and regulators prevent manipula-
tion of investment products? How would financial in-
dustry roles (traders, financial advisors, financial ana-
lysts, and others) change in response to the infusion of
augmented intelligence in financial products and
platforms?

In our framework, the data-rich financial industry is
very well poised to exploit developments in founda-
tional augmentation technologies. Given the digital
nature of most financial transactions, task-specific in-
novations are also infusing rapidly into financial mar-
kets. Firm-specific adaptation of these technologies
can lead to the introduction of new investment and
wealth management products. As more investment
decisions are delegated to automated tools, invest-
ment advisor roles will likely be around “explaining”
the decisions to clients as opposed to “executing” the
decisions. Similarly, analysts may see their roles
changing from “sense makers” to “curators” and
“creators” of AI algorithms.

5.2. Augmented Intelligence in Gig
Economy Platforms

In the gig economy, automated intermediation in plat-
forms have led to recognition of the “algorithm as the
boss” phenomenon. Gig economy platforms, such as
Uber, Doordash, Lyft, Airbnb, and others, have re-
duced information frictions in several service indus-
tries. Real-time data on customers and platform
workers have led to the creation of innovative digital-
ly mediated services. The gig economy has also trans-
formed white collar work as evidenced on digital
platforms, such as Fiverr, freelancer, and Upwork.
These platforms have led to the “taylorization of
white-collar work” (Taylor and Bain 1999, p. 109). Al-
though gig platforms expand work opportunities,
they have also raised concerns on the quality of future
work relations. The experience on these platforms for
both workers and clients will depend largely on how
algorithms and human capabilities combine to create
new interaction mechanisms (Wood et al. 2019).

A positive view of algorithmic control would be that
data, sensors, and communications enable better situa-
tional awareness and rational decision making through
algorithmic means. Ride-sharing services can inform,
recommend, and dispatch closest drivers to a customer
to improve service experience. Algorithms can learn gig
worker performance and feedback over time to recom-
mend tasks that match their preferred tasks, times, and
geographies. Gig workers who perform specific projects

or tasks enjoy choice autonomy along multiple dimen-
sions (customer, task, time, and platform choices). Ac-
cess to a wider talent base enhances client utility as
well. On the other hand, negative perceptions of gig
work are also emerging from several perspectives
(Kellog et al. 2020). Rational controls enable algorithmic
monitoring of workers’ behaviors that can sometimes
be intrusive and impinge on the workers’ privacy. Rat-
ing and rankings of workers can introduce bias due to
race, religion, and other social identities, raising ques-
tions about algorithmic fairness.

Future work environments that integrate gig working
models into existing organizational forms and structures
open up a wide variety of questions for business and IS
researchers. How can projects, tasks, and processes be at-
omized to enable blended work processes? Under what
contexts do specific work modes (fully digital and
hybrid) in work environments perform best? What algo-
rithmic control design patterns need to be created to aug-
ment the intelligence of workers and customers? How
can gig worker and customer reputation ratings be made
portable to reduce lock-in and switching costs? How can
platforms minimize threats to information validity (hack-
ing, deception, and manipulation) and introduce effec-
tive redressal mechanisms? What managerial control
mechanisms work best when blended with algorithmic
control mechanisms? Several of the tasks performed to-
day by gig workers (ride sharing, grocery delivery,
coding, and design) are also tasks that can likely be auto-
mated in the next several years. Given this threat, how
will gig work platforms evolve to provide new work op-
portunities in its ecosystem? These are important re-
search and practical questions in the evolving domain of
IA in the context of the gig economy.

5.3. Augmented Intelligence in Autonomous
Driving Technologies

The automobile industry has greatly enhanced the
driver assistance features available in vehicles in
recent years. Sensor technologies, such as collision
avoidance, blind spot monitoring, driver alert, auto-
matic emergency braking, and others, have been
found to greatly reduce the frequency and severity of
vehicle crashes (HLDI 2020). The introduction of these
technologies in consumer vehicles has enabled large-
scale data collection efforts to explore human behavior
in the presence of these technologies. A case in point
is the Advanced Vehicle Technology Consortium
(AVT; https://agelab.mit.edu/avt) consisting of auto-
mobile manufacturers, vehicles testers, component
manufacturers, and insurance companies. AVT has
launched a multiyear study for collecting driver be-
havior data to both understand human behavior and
generate new data for algorithm development to en-
hance autonomous driving technologies.
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Autonomous driving is a context where human
psychomotor abilities are specifically targeted—either
for replacement or augmentation. Autonomic emer-
gency braking is a driving feature that takes over
when humans are either not paying attention or
unable to react in time. Blind spot monitoring is a
driving feature that works alongside humans and en-
hances situational awareness. Adaptive cruise control
is a vehicle feature that enables humans to delegate
driving in a limited way. Although universal 100%
autonomous driving is perhaps decades away, the is-
sues that arise with autonomous driving are a micro-
cosm of the issues organizations will face when
worker psychomotor abilities are augmented or auto-
mated within organizations.

Although a lot of discussion in the public sphere is
on automation through self-driving technologies, the
augmentation potential (as highlighted by some of the
examples above) needs greater focus and attention in
research studies. For instance, in high-risk cases if
both the human and technologies differ in what they
choose to do (as was unfortunately the case in the
2018 Lion Air crash where the pilots and the autopilot
were engaged in conflicting maneuvers), how should
coordination and control be managed? Is there need
for additional sensory data that could be useful (e.g.,
the human’s eye movements or voice that might indi-
cate lack of attention or distraction)? How would ethi-
cal issues be integrated? For example, if something
does go wrong, does it matter if it was because of the
human or the AI? Or, if the AI could have prevented a
crash but didn’t, was it unethical by design? How
would privacy issues be integrated? For example,
would humans want to allow in-vehicle technologies
to track and use such information in the coordination
and control algorithms? Should or how should the hu-
man being’s own previous driving history be used in
such cases to make these ethical or moral decisions?
These questions raise many IA ideas for situational
awareness, management and control, and execution
that would be powerful directions for research.

5.4. Macrolevel Research Issues
Amidst the euphoria of augmented intelligence possi-
bilities, it is also important to have a pragmatic view of
the risks and ethical use of AI and IA. It is important
that IS, as a discipline, builds a body of knowledge to
navigate the ethical challenges of human intelligence
augmentation. Privacy continues to be a perennially
important topic because of the massive amounts of
data collected today from consumers during their
interactions with apps and devices and fed into AI al-
gorithms. Data from a recent survey (Pew Research
Center 2018) indicate that negative perceptions of AI
use in financial services stems from concerns about

privacy violations, data inaccuracy, and discriminatory
and unfair practices.

Augmentation technologies, by their very nature,
will collect massive amounts of data from individuals
(e.g., employees and consumers). In some instances,
such data may include valuable bio-signals (e.g., heart
rate, blood pressure, and body temperature). The
intrusive nature of such data can affect employee and
customer attitudes toward IA and related technologies.
As such, the risks associated with augmentation tech-
nologies will go beyond the usual technological and
process-related risk factors. As to how data collected
from workers get used inside and outside the organiza-
tion within the regulatory, public policy, and cultural
norms remains an open research question. Similarly,
collecting consumer-related information signals (e.g., lo-
cation, biomarkers, and others) will generate new re-
search questions on the ethical, moral, and public policy
dimensions. Although much of the IS literature has ex-
plored the privacy calculus and various privacy trade-
offs (Pavlou 2011), new research models are needed to
evaluate the consumer-level trade-offs involved in
adopting augmentation technologies that may affect
people’s privacy. One recent example is the work of Liu
and Pavlou (2021) in the context of mobile banking and
the privacy trade-offs involved when leveraging an IT
solution. More research on the organization-level trade-
offs involved in assessing the cultural impacts of data
collection balanced against the business value of such
data are also needed.

Research in this domain will need to include the
social-systems perspective to fully recognize potential
risks to human beings and societies when IA systems
are implemented within organizations and society
(Crawford and Calo 2016). As described in Crawford
and Calo (2016), the social-systems perspective can
complement existing approaches to monitoring the IA
systems usage and impacts by taking an inclusive ap-
proach to assessment integrating perspectives of stake-
holders at all levels. As there is a growing concern
about the quality and comprehensiveness of the data
sources used in algorithms, current research models
and theories of technological risks need refinement.

Investments in IA will challenge IS researchers to
expand the boundaries of technology evaluations to in-
corporate human-AI collaborations and the associated
social benefits and risks. As described in the previous
section, IA contexts involve complex human behavioral
dimensions and require more elaborate modeling of hu-
man behaviors as an integral part of the technology
evaluation process. The possibility that improvement
options in IA investments can stem from foundational
technologies, process innovations, and collective intelli-
gence makes technological investment evaluations re-
search more complex and challenging. There is a rich
body of literature in IS that addresses organizational
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investments in IT innovations from a technological and
business perspective (see Benaroch 2018, for example).
To address research issues pertaining to the business
value of IA, the conceptual framework of our empirical
models may need to change. Economists have also be-
gun to notice the limitations of factor-based (i.e., labor
and capital) models in explaining productivity and
wage growth. Newer frameworks of automation im-
pacts have begun to incorporate automation at the task
level in empirical models (Acemoglu and Restrepo
2019). In the Acemoglu and Restrepo model, augmenta-
tion is assumed to create a displacement effect (replace-
ment of labor with capital) and a reinstatement effect
(introduction of new tasks in the industry). Integrating
task-based perspectives can greatly enrich the extant IS
business value research literature.

Furthermore, the loss of routine jobs to technology
and automation has been extensively documented
over the last several decades (Autor and Dorn 2013).
Although technology, automation, and AI will contin-
ue to affect the future of work, the impact of AI is like-
ly to support, complement, and augment the work
and potential of human beings, at least in the foresee-
able future. This is consistent with empirical evidence
in the literature that technology enhances employ-
ment in organizations (Atasoy et al. 2016) and that
technology skills enable workers to obtain employ-
ment with higher wages (Atasoy et al. 2021).

Finally, the public risk posed by ubiquitous IT (e.g.,
vulnerabilities in widely adopted operating systems
and web browsers) is a precursor to what may happen
with ubiquitous IA technologies. Current models of
technology valuation, however, rarely factor in the
downstream or upstream risks of ubiquitous technolo-
gies. Human-computer collaborations will increase the
urgency of the need for more comprehensive risk mod-
els to help decision makers in making judicious choices
on the scope and size of augmentation in products and
processes. IS research has also extensively studied cul-
tural issues (both organizational and national) sur-
rounding the adoption, use, and outcomes of IT (Leid-
ner and Kayworth 2006). There is very little research,
however, on how technology or AI itself may impact
culture. With IA infusion, it is likely that organizational
and societal level impacts can themselves have a bear-
ing on cultural values in the future. Grounded theory
development on the bidirectional impacts of IA and cul-
tural and societal values is needed to develop new
knowledge in this domain.

6. Conclusion
Just as e-commerce and data analytics led to major theo-
retical and empirical innovations in IS research over the
last two decades, intelligence augmentation promises to
expand the boundaries of IS research in the coming

decades. The rich empirical, analytical, behavioral, and
design science research traditions of the IS discipline
are likely to prove to be a strong theoretical foundation
for the coming demand of cross-disciplinary research
efforts in this burgeoning domain.

The IA framework we have described in this commen-
tary highlights the complex interplay between technolo-
gy, human abilities, and organizational strategies that we
will encounter in the future. As such, IS researchers will
need to embrace greater methodological and intellectual
fluidity in future research studies. Empirical research has
shown that organizations achieve significant perfor-
mance improvements when human beings and ma-
chines work together effectively (Wilson and Daugherty
2018), as also shown by the papers in this special section.
Often termed “collective intelligence” (Malone 2018,
p. 3), the focus in the organizational context is on enhanc-
ing each other’s complementary strengths, specifically
the leadership, teamwork, creativity, and social skills of
human beings and the speed, scalability, and quantita-
tive capabilities of machines. We are optimistic that the
IA perspective can enable IS researchers to take the lead
on what is likely to be one of the most impactful areas of
research over the next few decades.

Finally, given that macrolevel implications, data,
and research transparency issues (Burton-Jones et al.
2021) are likely to become more salient in IS research,
studies will need to focus on transparency and re-
sponsible implementation of intelligence augmenta-
tion in organizations and society. As such, some of
our related disciplines (economics, computer science,
genomics, and others) have recognized the value of
creating open data sets as an intellectual pursuit in it-
self. The IEEE DataPort (https://ieee-dataport.org/
datasets) is an example of such an initiative. A similar
initiative in the IS community would be needed to
support organizational- and societal-level studies of
the impacts of intelligence augmentation. Open data
sets within specific application domains can also ac-
celerate our research advances such that they match
the pace of advances we are witnessing in augmenta-
tion technologies.
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