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A B S T R A C T   

Establishing an accurate and stable NOx concentration prediction model is the foundation for achieving envi-
ronmental protection in coal-fired power plant denitrification. In this research, a data-driven hybrid prediction 
model (BMFE-MFST-GNN) is proposed to improve the prediction accuracy of inlet NOx concentrations. First, we 
develop the adaptive variational modal decomposition method (FEVMD) to decompose historical NOx concen-
tration data into simple and smooth subsequences and extract time-frequency features. Second, we propose the 
boosting mutual information feature selection algorithm (BMIFS) to determine the best set of auxiliary variables. 
The delay time is calculated based on the maximal information coefficient (MIC) to reconstruct the datasets. 
Then, the multi-channel fused spectral temporal graph neural network (MFST-GNN) is created to build the graph 
feature information of decomposed subsequences and reconstructed auxiliary variables to predict the concen-
tration subsequences. Finally, we integrate the subsequence prediction results to obtain the future NOx con-
centrations. The experimental results demonstrate that the proposed method outperforms several comparative 
models in predicting NOx concentrations.   

1. Introduction 

Coal-fired power plants emit large amounts of nitrogen oxides (NOx), 
which are a major source of air pollution. Rain and snow absorb NOx 
and other pollutants in the air during the creation process, resulting in 
acid rain that devastates the natural environment [1]. Simultaneously, 
NOx generates photochemical smog with other pollutants when exposed 
to ultraviolet light, endangering human health [2]. 

Selective catalyst reduction (SCR) is a popular denitrification 
method for thermal power units [3]. To reduce NOx emissions, NOx in 
the flue gas and the reducing agent (i.e. generally ammonia) undergo 
selective catalytic reduction reactions to produce nitrogen (N2) and 
water (H2O) under the action of a catalyst [4]. Excessive or insufficient 
ammonia spraying will result in ammonia or NOx escape and secondary 
pollution. However, the continuous emission monitoring system (CEMS) 
[5] operates in a harsh environment and frequently fails. This results in 
inaccurate NOx concentration measurements [6]. Therefore, accurate 
prediction of SCR system inlet NOx concentration is critical for 
achieving denitrification and environmental protection in coal-fired 
power plants. 

Based on the principles, the NOx concentration prediction methods 

primarily include mechanistic models [7–9] and data-driven models 
[10–14]. The mechanistic models mainly construct the corresponding 
differential equations in the boiler based on chemical reactions and 
energy transformations [15]. However, the mechanistic model is 
computationally inefficient because it necessitates making a number of 
assumptions that are challenging to verify in actual production. As a 
result, it is difficult to apply the mechanistic models to actual production 
for quick and accurate concentration prediction [16]. 

With the introduction of various intelligent systems into power 
plants, data-driven models such as machine learning [10] and deep 
learning [12–14] have produced promising results in predicting NOx 
concentrations. Tuttle et al. [11] reviewed ten data-driven NOx pre-
diction models and conducted a comparative experimental analysis. The 
results revealed that the GRU model has the best prediction perfor-
mance. Wang et al. [12] proposed a lightweight convolutional neural 
network (C3–CNN) to predict inlet NOx concentration. The model uti-
lized a cross-channel communication block to achieve mutual commu-
nication between the same convolutional layers, which improved the 
extraction of hidden features in boiler data. Wang [13] and Tang [14] 
proposed two recent hybrid models (CEEMDAN-AM-LSTM and 
AE-ELM). Both models exhibited high accuracy in NOx concentration 
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prediction. However, thermal process data in coal-fired power plants 
exhibits nonlinearity, coupling, and time lag, and the operating trend at 
future points is highly unstable [17]. This leads to the fact that the 
generalization performance and accuracy of the NOx prediction models 
developed at this stage remain deficient [18]. Therefore, the key to 
improving the model’s prediction performance is to address the problem 
of volatility in the operating trend of thermal process data and establish 
effective correlation information between feature sequences. 

The NOx concentration sequences can be divided into multiple band- 
limited intrinsic mode functions (IMFs) with limited bandwidth using 
variational mode decomposition (VMD) [19]. The decomposed. 

Nomenclature  

SCR selective catalyst 
reduction 

CEMS continuous emission monitoring 
system 

NOx nitrogen oxides MIC maximum information coefficient 
GRU gated recurrent unit GNN graph neural network 
MIFS mutual information 

feature selection 
StemGNN spectral temporal graph neural 

network 
BIMF band-limited intrinsic 

mode function 
BMIFS boosting mutual information 

feature selection 
FC fully connected layer ARIMA autoregressive integrated moving 

average 
GFT graph fourier 

transform 
DFT discrete fourier transform 

IGFT inverse graph fourier 
transform 

IDFT inverse discrete fourier transform 

BP back propagation HVMD hybrid gray wolf variational 
modal decomposition 

EMD empirical mode 
decomposition 

FEVMD adaptive variational modal 
decomposition 

VMD variational modal 
decomposition 

MVMD multivariate variational modal 
decomposition 

DELM deep extreme 
learning machine 

MST-GNN multidimensional spatio-temporal 
graph neural network 

FFT fast fourier transform MFST- 
GNN 

multi-channel fused spectral 
temporal graph neural network 

AM attention mechanism AE-ELM automatic encoder extreme 
learning machine 

LSTM long short term 
memory 

CEEMDAN complete ensemble empirical 
mode decomposition adaptive 
noise 

MAE mean absolute error RMSE root mean square error 
MAPE mean absolute 

percentage error 
R2 determination coefficient  

subsequences with stable time-frequency trends are straightforward 
to forecast. The VMD outperforms empirical mode decomposition 
(EMD) [20] in terms of nonlinearity and noise handling. Meng et al. [21] 
created a hybrid model by combining multivariate variational modal 
decomposition (MVMD) to improve and optimized extreme learning 
machine (DELM)’s wind power prediction performance. Korkmaz D 
et al. [22] used VMD to decompose PV power, and the model’s predic-
tion accuracy improved. But right now, one of the main problems with 
the VMD is how to determine the best value for the decomposition layer 
and penalty factor. 

After the modal decomposition, the effective selection and fusion of 
correlation information among the thermal process feature data also 
play an important role in improving the NOx prediction accuracy [23]. 
Graph neural network (GNN) can use adjacency matrices to establish the 
connection relationship of topology between feature data, which has 
obvious advantages for predicting complex industrial data [24,25]. 
Multiple prediction tasks in power systems have currently been suc-
cessfully completed utilizing GNN [26–29]. Liu et al. [30] built a NOx 
emission prediction model using mutual information and GNN, 
achieving great prediction results. Wu et al. [31] created a multidi-
mensional spatio-temporal graph neural network (MST-GNN) to predict 
wind speed with high accuracy. Cao et al. [32] proposed a spectral 
temporal graph neural network model (StemGNN). StemGNN can 

extract both inter-series correlation and time dependence from spectral 
data. On all ten datasets, it achieves excellent prediction performance. 
Therefore, the GNN offers a fresh approach to developing a 
high-accuracy NOx concentration prediction model. 

This paper proposes a hybrid model (BMFE-MFST-GNN) for pre-
dicting inlet NOx concentrations. First, we implement the adaptive 
decomposition of VMD (FEVMD) utilizing discrete fourier transform 
(DFT) and sample entropy. FEVMD is employed to decompose NOx 
concentration into multiple modal subsequences. Next, the auxiliary 
variables are chosen using the boosting mutual information feature se-
lection algorithm (BMIFS). The maximum information coefficient (MIC) 
is applied to calculate latency and reconstruct the dataset. Finally, the 
subsequences and auxiliary variables are expanded into a graph struc-
ture in non-euclidean space by a multi-channel fused spectral temporal 
graph neural network (MFST-GNN). Meanwhile, the deep graph neural 
network effectively fuses feature information among graph nodes to 
achieve accurate prediction of NOx concentration. 

The contributions of this paper are as follows.  

• We propose a hybrid prediction model (BMFE-MFST-GNN) for inlet 
NOx concentration at a coal-fired power plant. A signal decomposi-
tion method is innovatively applied to decompose NOx into multiple 
trend-stable subsequences. The correlation information between 
thermal process sequences is then established and fused in the form 
of graph structure by the graph neural network to mitigate the effects 
of data nonlinearity and coupling.  

• An adaptive modal decomposition method (FEVMD) is proposed for 
decomposing historical NOx concentrations. The discrete fourier 
transform and sample entropy are utilized to determine the optimal 
number of decomposition layers and penalty factor.  

• The multi-channel fused spectral temporal graph neural network 
(MFST-GNN) is created to establish the graph structure of decom-
posed subsequences and feature parameters through a dual-channel 
form. The mapping relationship between historical and future NOx 
concentrations is constructed by the deep graph network.  

• The boosting mutual information feature selection method (BMIFS) 
is proposed to determine the best set of auxiliary variables affecting 
NOx generation. It solves the drawback of the MIFS, which weakens 
mutual information terms in the later stages of the search. 

The rest of this paper is organized as follows: Section 2 describes the 
boiler in this research and NOx affecting factors. Section 3 provides a 
discussion of the problem formulation. Section 4 presents the proposed 
models in detail. Section 5 conducts a comparison experiment. The final 
section concludes this paper. 

2. The boiler and mechanistic knowledge 

2.1. Description of the boiler object 

This paper focuses on a 600 MW subcritical pressure primary 

Table 1 
Main parameters of the boiler.  

No. Parameter description Unit BMCR ECR 

1 Superheated steam flow t/h 2008 1775 
2 Superheated steam pressure Mpa 17.47 17.27 
3 Superheated steam temperature ◦C 540 540 
4 Reheat steam flow t/h 1662.2 1482 
5 Reheater inlet pressure MPa 3.81 3.39 
6 Reheater outlet pressure MPa 3.61 3.21 
7 Reheater inlet temperature ◦C 320 309 
8 Reheater outlet temperature ◦C 540 540 
9 Economizer inlet feedwater temperature ◦C 278 270 
10 Economizer inlet feedwater pressure MPa 19.23 18.70 
11 Tank pressure MPa 18.84 18.36  
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intermediate reheat control cycle steam packet boiler from a power 
plant in Hebei, China. The boiler adopts swing burner for temperature 
control, positive pressure direct blowing pulverizing system, single 
hearth, Π-type open-air arrangement. The boiler is closed below the 
operating floor with tight body, solid slag discharge, all-steel frame 
structure, and balanced ventilation. The burners are arranged on the 
front and rear walls, forming a reverse tangent circle. Ammonia is used 
as the reducing agent to control NOx concentration. Fig. 1 presents the 
overall structure and production flow of the SCR denitrification plant. 
Table 1 depicts the boiler’s main parameters. 

2.2. Factors affecting inlet NOx generation 

The combustion conditions in the boiler will directly affect the SCR 
system’s inlet NOx concentration. According to the generation mecha-
nism, NOx generated from boilers can be categorized into thermal NOx, 
fast NOx, and fuel NOx. 

Thermal NOx is primarily defined as nitrogen oxides produced by 
oxidizing N2 in the air at high temperatures during the combustion 
process. Temperature is a major factor in the production of thermal NOx. 
When the combustion temperature exceeds 1600 ◦C, the production of 
thermodynamic NOx increases dramatically with increasing 
temperature. 

Fast NOx is the rapid formation of nitrogen oxides from hydrocar-
bons near the reaction zone when fuel is burned too densely. Unlike 
thermal NOx, fast NOx production has a stronger relationship with 
pressure than temperature. For large boilers, fast NOx production during 
coal combustion is negligible. 

Fuel NOx are nitrogen oxides generated by the thermal decomposi-
tion and oxidation of nitrogen compounds in fuel during the combustion 
process. Fuel NOx is the main NOx generated by coal-fired power plants, 
accounting for 60–80 % of total NOx. Its generation is not only affected 
by coal properties, such as ash and volatile matter, but also by oxygen, 
air volume, excess air coefficient, temperature, and other boiler com-
bustion conditions, as well as burner structure. 

It is known from the analysis that the overall three NOx produced by 
the fuel combustion process in the power plant are influenced by a 
number of factors, including temperature, pressure, oxygen, airflow, 
coal quantity, coal properties, excess air coefficient, and boiler burner 
arrangement structure. Based on the above mechanism analysis and 
field engineering experience, we initially identified 109 operating pa-
rameters related to inlet NOx concentration as candidate inputs. Table 2 
summarizes the candidates’ input variables. 

The combustion coal for the boiler in this research is Shenfu Dong-
sheng coal. Table 3 shows the results of a comparison of actual com-
bustion coal properties and design coal properties under the collected 
experimental dataset. It can be seen that the coal properties is stable 
during the operation of the experimental data. Meanwhile, parameters 
such as flue gas oxygen content and air volume can also reflect coal 
properties information to a certain extent. Therefore, we did not 
consider coal properties in the candidate variables. 

3. Problem formulation 

The historical NOx concentration sequence of the SCR system is set to 
xh = [x1,x2,...,xi], and the predicted future NOx concentration sequence 
is set to xf = [xi,xi+1,...,xi+t ]. The length of the time series is i. The length 
of the predicted sequence is t. The quantitative relationship between the 
historical and future sequences can be described as: 

xf =F (xh) (1)  

where F ( ⋅) is the correlation function between xh and Xf. Note that, Eq. 
(1) does not consider the effect of other operating parameters of the 
boiler. In this research, we incorporate other operating parameters as 
auxiliary variables to improve the accuracy of prediction. 

The denitrification process has a certain delay characteristic due to 
the delay in the denitrification reaction and the system’s ammonia in-
jection regulation [33]. Therefore, to eliminate the effect of delayedness, 
we introduce a delay-related parameter t to reconstruct the unit oper-
ating parameters. Eq. (1) is rewritten as: 

xf =F [xh,AS(vh)] (2)  

AS(vh)= [vi− τ, vi− τ+1,…, xi− τ+i]
T (3) 

Table 2 
Candidate input variables.  

No. Parameter description Unit Notation Scope 

1 Unit load MW UL [178.22–603.13] 
2 Main steam temperature ◦C ST [510.87–546.11] 
3 Main steam pressure MPa SP [8.60–16.05] 
4 Total coal t/h TC [84.94–259.70] 
5 Total air volume t/h TA [1115.1–2214.2] 
6 Furnace pressure kPa Pf [-316.85–181.32] 
7 Furnace flue gas temperature ◦C Tf [85.82–175.85] 
8 Furnace flue gas oxygen 

content 
% O2f [3.69–9.50] 

9 Denitrification inlet flue gas 
flow 

t/h Gd [532.14–1253.57] 

10 Denitrification inlet flue 
pressure 

kPa Pd [-939.56–82.42] 

11 Denitrification inlet flue 
temperature 

◦C Td [284.96–360.32] 

12 Denitrification inlet flue 
oxygen content 

% O2d [3.82–8.76] 

13 Feedwater flow t/h Wf [289.59–1799.11] 
14 Ammonia flow rate m3/ 

h 
Af [1.09–79.98] 

15 Excess air coefficient – Ea [1.24–1.92] 
16–21 A-F coal feeder instantaneous 

coal feed rate 
t/h Fa-f [0.02–47.88] 

22–27 A-F coal mill mixing regulator 
feedback 

% Ma-f [0.82–99.66] 

28–31 1-4 corner AA layer dampers 
position feedback 

% AA1-4 [19.32–90.93] 

32–35 A layer % A1-4 [5.22–68.65] 
36–39 AB layer % AB1-4 [23.90–87.03] 
39–42 B layer % B1-4 [8.64–64.62] 
43–46 BC layer % BC1-4 [21.95–87.64] 
47–50 C layer % C1-4 [7.36–64.87] 
51–54 CD layer % CD1-4 [4.37–57.23] 
55–58 D layer % D1-4 [8.94–56.38] 
59–62 DE layer % DE1-4 [0.52–55.95] 
63–66 E layer % E1-4 [9.11–51.98] 
67–70 EF layer % EF1-4 [2.84–32.20] 
71–74 F layer % F1-4 [8.52–33.06] 
75–78 FF layer % FF1-4 [0.46–27.99] 
79–82 OFA dampers % OFA1-4 [3.27–74.15] 
83–106 1-4 corner of the secondary 

air door flap feedback 15-20 
% S1a-4f [2.84–73.53] 

107 Superheat ◦C Sh [6.51–67.66] 
108 Dilution fan flow m3/ 

h 
Df [2421.0–3347.0] 

109 Dilution fan current A Dc [0.09–55.10]  

Table 3 
Comparison of operating combustion and design coal properties.  

Project Notation Unit Design Operation 

Carbon Car % 62.58 58.41 
Oxygen Oar % 10.05 9.45 
Hydrogen Har % 3.70 3.79 
Nitrogen Nar % 1.07 0.97 
Sulfur St.ar % 0.40 0.34 
Ash Aar % 7.70 11.04 
Moisture Mt % 14.50 16.00 
Volatile matter Vdaf % 37.89 30.83 
High level heat generation Qgr.ar MJ/kg 25.20 24.12 
Low level heat generation Qnet.ar MJ/kg 24.00 22.86 
Hardgrove grindability index HGI – 61.00 50.00  
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where vh is the set of auxiliary variables. AS( ⋅) denotes the reconstruc-
tion function. 

The inlet NOx concentration sequence is a broadband time series 
with unstable future trends. This makes it more difficult to construct the 
function. It is generally recognized that narrowband time series 
demonstrate more stable future trends. 

Therefore, we adopt the signal decomposition method to decompose 
the NOx concentration into multiple narrowband time series. The 
decomposed subsequences have a stable time series trend, and the model 
can extract time-frequency information from the sequences more 
effectively. The decomposition process is expressed as: 

xk
f =F k

[
xk

h,AS(vh)
]

(4)  

xf =
∑

K
xk

f (5)  

where xk
h is the historical NOx data segment for the mode k. xk

f is the 
future prediction segment of the mode k. F k( ⋅) is the correlation 
function between xk

h and xk
f . K is the number of modal decompositions. 

Based on Eqs. (4) and (5), we propose three steps to predict NOx 
concentrations.  

Step 1 . Decompose historical NOx concentrations into trend-stable 
subsequences using the signal decomposition method. 

Step 2 . Based on the decomposed subsequences xk
h and the recon-

structed auxiliary variables AS(vh), the correlation function 
F k( ⋅) is fitted utilizing the deep learning to calculate xk

f .  
Step 3 . Sum xk

f to establish the predicted NOx concentration xf . 

Combined with the above analysis, we propose FEVMD, BMIFS, and 
MFST-GNN, and then combine these methods for the NOx concentration 
prediction task. MIC is also used to calculate latency and reconstruct the 
dataset. These methods will be presented one at a time in the section that 
follows. 

4. Methodology 

4.1. FEVMD 

In this research, an adaptive variational modal decomposition 

method (FEVMD) is proposed to decompose the inlet NOx concentration 
sequences into simple and smooth subsequences. The decomposed 
subsequences have different local time-frequency feature information, 
which allows the hybrid model to extract time series information more 
easily. 

4.1.1. Basic theory 
The original time series is set to x(t), and the mode uk(t) is a finite 

bandwidth of k with central frequency decomposed by the input signal. 
It is assumed that all of the components are narrowband signals with 
peaks near their respective center frequencies. Dragomiretskiy K et al. 
[19] defined the constrained variational problem in three steps: 
resolving the signal with the Hilbert transform, flattening the signal to 
baseband, and estimating the bandwidth using H1 gaussian smoothness. 
The above problem can be described by Eq. (6): 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

min{uk},{ωk}

{
∑

k

⃦
⃦
⃦
⃦∂t

[(

δ(t) +
j

πt

)

∗ uk(t)
]

e− jωkt
⃦
⃦
⃦
⃦

2

2

}

s.t.
∑

k

uk = x(t)
(6)  

where δ(t) is the dirac distribution at time t. ∂t is the partial derivative. * 
is the convolution operator. {uk} = {u1, ..., uk} is the decomposition of 
each modal component. {ωk} = {ω1, ...,ωk} is the center frequency of 
each modal component. 

The penalty factor term and the lagrangian operator term are 
introduced to reconstruct the variational bounding problem, and the 
reconstructed unboundedness model is: 

L({uk},{ωk},λ)=α
∑

k

⃦
⃦
⃦
⃦∂t

[(

δ(t)+
j

πt

)

×uk(t)
]

e− jωkt
⃦
⃦
⃦
⃦

2

2
+

⃦
⃦
⃦
⃦
⃦
x(t) −

∑

k

uk(t)

⃦
⃦
⃦
⃦
⃦

2

2

+

[

λ(t),x(t) −
∑

k
uk(t)

]

(7)  

where L( ⋅) is the lagrangian function. α is the penalty factor, and it 
ensures the reconstruction accuracy of the signal in the presence of 
gaussian noise. λ(t) is the lagrangian multiplication operator. 

The modal components uk(t), center frequency ωk, and lagrangian 
operator λ(t) are updated alternately by frequency iterations to find the 
optimal solution of the modal. The update equation is given by: 

Fuel Air

Boiler

Air Preheater

NH3 
System

Control 
System

Flue gas 
outlet data

Flue gas 
inlet data

M

NH3/Air Mixer

Electrostatic Precipitator ChimneyBooster FanFan

Fuel gas

Spray Grille

AirDilution FanFlue gas before 
denitrification

Mixture of ammonia and flue gas

Flue gas after 
denitrification

Economizer

Catalyst

SCR reactor

 

Fig. 1. The overall structure and production flow of the SCR denitrification plant.  
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ûn+1
k (ω)=

x̂(ω) −
∑

i∕=k
ûi(ω) + λ̂(ω)

2

1 + 2α(ω − ωk)
2 (8)  

wn+1
k =

∫∞
0 ω

⃒
⃒ûn+1

k (ω)
⃒
⃒
2
dω

∫∞
0

⃒
⃒ûn+1

k (ω)
⃒
⃒
2
dω

(9)  

λ̂n+1(ω)= λ̂n(ω) + τ
[

x̂(ω) −
∑

k
ûn+1

k

]

(10)  

where ûn+1
k (ω), x̂(ω), and λ̂n+1(ω) represent the Fourier transforms of 

un+1
k , x(t), and λn+1

k , respectively. τ is the step size of the Lagrangian 
operator. Given a discriminant accuracy ε > 0, the iteration is stopped 
when 

∑
k
⃦
⃦un+1

k − un
k
⃦
⃦2

2/
⃦
⃦un

k
⃦
⃦2

2 < ε is satisfied. 

4.1.2. Ways of improvement 
The parameter setting in VMD is critical, and incorrect parameters 

have a serious influence on decomposition performance [34]. FEVMD 
adaptively determines the number of decomposition layers and penalty 
factors using the discrete fourier transform (DFT) [35] and sample en-
tropy [36]. The structure of FEVMD is depicted in Fig. 2. 

An incorrect number of decomposition layers setting easily results in 
over- or under-decomposition. The DFT can better reflect the number of 
frequencies in the original signal [35]. The goal of VMD is to separate 
the modal components in the signal that have different center fre-
quencies. The decomposed modal components are closely distributed 
around the center frequency [19]. Therefore, the optimal number of 
decomposition layers can be reflected by the number of peaks in the DFT 
spectrum of the decomposed signal. 

The penalty factor also has a significant impact on the decomposition 
results. A time series’ complexity can be measured using sample en-
tropy. The theory demonstrates that a sequence’s self-similarity has an 
inverse relationship with its sample entropy value [36]. Thermal process 
data has a high degree of self-similarity. Therefore, the optimal value of 
the penalty factor can be determined by combining the entropy values of 
modal components. The operational steps of FEVMD are.  

Step 1 . Define the signal u(t) with sequence length N. u(t) consists of 
N − m + 1 vectors um(i) = [u(i),u(i + 1),…,u(i + m − 1)]. m is the 
embedding dimension. i = 1,⋯,N − m+ 1.  

Step 2 . Calculate the mean matching probability between sequences. 

Bm(r)=
1

N − m
∑N− m

i=1

1
N − m + 1

vm(i) i = 1,⋯,N − m + 1 (11)  

dm[um(i), um(j)] =max[um(i+ k) − um(j+ k)],0⩽k⩽m − 1 (12)  

where Bm(r) is the mean matching probability. dm is the vector spacing. r 
is the tolerance for accepting matrices. vm is the number of dm ≤ r.  

Step 3 . Calculating the sample entropy SampleEn(m, r). The step size is 
set to 100, and the traversal is performed between the intervals 
[1000, 8000]. The penalty factor with the lowest sum of entropy 
values among the modal components is selected as the optimal 
value. 

SampleEn(m, r) = − ln
Bm+1(r)
Bm(r)

(13)   

Step 4 . The signal to be decomposed is analyzed by an DFT spectro-
gram. The number of peaks in the spectrum is set to the optimal 
number of decomposition layers. 

4.2. BMIFS 

Mutual information feature selection (MIFS) is a feature selection 
method based on mutual information [37]. MIFS augments the evalua-
tion function with penalty terms, successfully reducing information 
redundancy among variables. The calculation formula is: 

J(fi)= I(fi; c) − β
∑

Sj∈S
I
(
fi; Sj

)
(14)  

where J( ⋅) is the evaluation function. I( ⋅) is the mutual information 
between variables. fi ∈ F is the candidate variable. c is the dominant 
variable. Sj ∈ S is the selected variable. β is the penalty factor used to 
measure the ratio relationship between subsets. 

However, as the search progresses, the number of variables chosen 
will gradually increase. The weight of the right-hand penalty term in Eq. 
(14) will continue to rise, while the role of the left-hand mutual infor-
mation term will diminish [38]. At the later stage of screening, certain 
feature variables that are more related to the dominant variables will be 
missed. 

To address the shortcomings of MIFS, we propose a boosting mutual 
information feature selection algorithm (BMIFS). We consider the in-
fluence of the number of selected variables |S| in the search process and 
add a penalty weight term of 1/|S|. Meanwhile, we reflect the correlation 

Fig. 2. The structure of FEVMD method .11  

Fig. 3. The operational flow of the BMIFS method.  
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between the variables to be selected and those selected in the evaluation 
function. The expression of the evaluation function G( ⋅) is: 

G(fi)= I(fi; c) −
β
|S|
∑

Sj∈S
MR (15)  

where |S| indicates the number of selected feature variables. MR is the 
minimum redundancy in the candidate variable fi with respect to the 
selected variable Sj. MR and I( ⋅) are calculated as follows: 

MR=
I
(
fi; Sj

)

I(fi; c)
(16)  

I(X,Y)= −

∫

y

∫

x

p(x, y)log
p(x, y)

p(x)p(y)
dxdy (17)  

where p(x) is the marginal probability distribution of X. p(y) is the 
marginal probability distribution of Y. p(x, y) is the joint probability 
distribution between X and Y. 

Fig. 3 presents the operational flow of the BMIFS method. The spe-
cific steps of BMIFS are as follows.  

Step 1 . Initialize the set of candidate variables f , selected variables S 
and dominant variables c.  

Step 2 . Calculate the mutual information I
(
fi; c
)

between the candidate 
variables and the selected variables in turn, and determine the 
candidate variable fi with the maximum mutual information.  

Step 3 . Add fi to the set of selected variables S. Meanwhile, remove fi 
from the set of candidate variables f .  

Step 4 . Determine whether the set of selected variables S reaches the 
target number.  

Step 5 . If not. Calculate the value of the evaluation function G
(
fi
)

for 
each candidate variable and the selected variable in turn, and 
determine the maximum value of the function fi. Return to Step 
3.  

Step 6 . If it is reached. Output the set of selected variables S and finish 
the feature selection. 

This research finally identifies fifteen auxiliary variables. Table 4 
presents the results of feature selection for each candidate variable. 

4.3. Elimination of time delay 

The boiler is a substantial and time-delayed system. There is a time 
delay between the feature variables and NOx generation concentrations 
during the combustion process [39]. The current values of the feature 
variables do not accurately reflect NOx concentrations. 

The maximal information coefficient (MIC) is a statistical indicator 
that measures the strength of correlation between two variables [40]. 
Higher correlation between variables is indicated by higher MIC values. 
The calculation formula is: 

Mic(x, y)=maxxy<B(n)
I(x, y)

log2(min(x, y))
(18)  

where I(x, y) is the mutual information between variables. B(n) is usu-
ally set to the 0.6 power of the total data volume. 

We calculate the MIC values between the auxiliary variables and 

Table 4 
The results of feature selection for each candidate variable. 

1 M-GNN denotes the modal prediction result of MFST-GNN. 
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NOx concentrations at each moment in the 0–5 min, with a time interval 
of 10 s. The moment with the largest MIC value is selected as the optimal 
delay time. Then, all auxiliary variables are calculated sequentially, and 
the feature dataset is reconstructed based on the delay time. Table 5 
depicts the results of the time delay calculation for each auxiliary 
variable. 

4.4. MFST-GNN 

Spectral temporal graph neural network (StemGNN) [32] is a 
multivariate time series prediction method that does not require a pre-
defined topology. It has obvious advantages for predicting multivariate 
NOx concentration series. Based on the StemGNN, we propose a 
multi-channel fused spectral temporal graph neural network 
(MFST-GNN). 

MFST-GNN introduces a multi-channel structure to capture the 

graph feature information of NOx concentration subsequences and 
auxiliary variables. It adaptively generates the feature graph structure 
by using two latent correlation layer modules. The adjacency matrix is 
employed to establish topological information between operated data. 
The MFST-GNN block and output layer module are utilized to combine 
and iterate the neighboring node information to complete the concen-
tration prediction. The overall framework of MFST-GNN is depicted in 
Fig. 4. Fig. 5 shows the model’s specific components. 

4.4.1. Latent correlation layer 
The Latent Correlation Layer module employs a self-attention 

mechanism to learn the adjacency relationships between input vari-
ables in an adaptive manner and construct the feature graph structure 
[32]. It computes the implicit correlations in multivariate time series 
using the gated recurrent unit (GRU). The sequence representation is the 
final hidden state, and the adjacency matrix is computed using the 
attention mechanism. The formula for calculation is: 

Q=RWQ,K=RWK,W= Softmax
(

QKT
̅̅̅
d

√

)

(19)  

where Q and K are the query matrix and key matrix. d is the input 
dimension. WQ and WK are learnable parameters. W is the output ma-
trix. R is the hidden state obtained from the input after GRU calculation. 

4.4.2. MFST-GNN block 
MFST-GNN Block inherits the excellent performance of StemGNN 

Block in learning the time series implicit relations in the spectral 
domain. First, we employ two latent correlation layer modules to create 
a multi-channel. The graph topology of NOx concentration sub-
sequences and auxiliary variables is adaptively generated and summed. 

Next, we use the graph fourier transform (GFT) and discrete fourier 
transform (DFT) to calculate the inter-feature adjacency relationships 
and frequency domain representations. The spectral filtering is then 

Table 5 
MIC and delay time of each auxiliary variable.  

No. Notation Delay time (s) 

1 UL 120 
2 ST 80 
3 SP 10 
4 TC 100 
5 TA 50 
7 Tf 200 
8 O2f 0 
11 Td 170 
12 O2d 10 
13 Wf 10 
15 Ea 10 
47 C1 20 
48 C2 20 
49 C3 20 
50 C4 20  
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Fig. 4. The overall framework of MFST-GNN.  
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Fig. 5. Specific components of MFST-GNN .21  

Fig. 6. The overall steps of the BM-GNN method.  
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calculated utilizing the graph convolution operator, and the output is 
obtained using the inverse graph fourier transform (IGFT). The calcu-
lation formula is: 

Zj =G F
− 1

(
∑

i
gΘij (Λi)S (G F (Xi))

)

(20)  

where G F , G F − 1, and S represent the computation process of GFT, 
IGFT, and Spe-Seq Cell, respectively. Λi is the laplace eigenvalue matrix. 
Θij is the graph convolution kernel. Zj is the network output. 

The Spe-Seq cell learns the frequency-based features of multivariate 
time series. It mainly consists of DFT, 1D convolution, GLU, and the 
inverse discrete fourier transform (IDFT) [32]. DFT and IDFT are applied 
for interconversion between the time and frequency domains of data. 
The computational equation is: 

M∗
(
X̂

∗

u
)
=GLU

(
θ∗

τ
(
X̂

∗

u
)
, θ∗

τ
(
X̂

∗

u
))

= θ∗
τ
(
X̂

∗

u
)
⊙ σ∗

(
θ∗

τ
(
X̂

∗

u
))
, ∗ ∈ {r, i} (21) 

where X̂
r
u is the real output information. X̂

i
u is the imaginary output 

information. θ∗
τ is the depth map convolution kernel. ⊙ is the hadamard 

product. σ∗ is the nonlinear sigmoid gate. Mr
(
X̂

r
u
)
+ iMi

(
X̂

i
u
)

is the 
output to IDFT. 

Finally, we obtain the basis expansion coefficients ϑ for the total 
output Z =

[
Z1, Z2, ...,Zj

]
through the fully connected layer. Combined 

with the learnable basis vectors ω, the outputs are calculated y = ω⋅ ϑ. 

4.4.3. Output layer 
We stack the MFST-GNN blocks to construct the deep graph predic-

tion model. The output layer of the model keeps the original, consisting 
of GLU and the fully connected layer (FC). The output results include 
predicted values and historical callback values. The historical callback 
values help to regulate the temporal representation of the block function 
space [32]. The loss functions include forecasting loss and backcasting 
loss. 

Set the timing data X = [Xt− K,…,Xt− 1] for the first K timestamps and 
predict the timing data X̂ = [X̂t , X̂t+1…, X̂t+H− 1] for the next H time-
stamps. X ∈ RN×T. N is the total number of timing nodes. T is the number 
of timestamps. The loss function is calculated as: 

L (X̂,X;Δθ)=
∑T

t=0
‖X̂t − Xt‖

2
2 +

∑T

t=K

∑K

i=1
‖Bt− i(X) − Xt− i‖

2
2 (22)  

where the former term is the forecasting loss. The latter term is the 
backcasting loss. X̂ is the predicted value. B( ⋅) is the network structure 
for the backcasting loss. Δθ is the set of parameters in the network. 

4.5. Overall prediction model 

We propose a hybrid prediction model (BMFE-MFST-GNN) for NOx 
concentration in coal-fired power plants. For convenience, it is abbre-
viated as BM-GNN in the following sections. Fig. 6 presents the overall 
steps of BM-GNN. The specific processes are as follows.  

• Data preprocessing. Collect the raw dataset. Detect outliers in the 
dataset. Fill in outlier and null data, and then normalize the data. 
Data with a difference between thermal process data greater than 
triple the mean value of the series is defined as outlier data points, 
and outlier and null data are filled with the mean values of the 15 
points before and after.  

• Determine the auxiliary variables and time delays. Candidate feature 
variables are initially chosen based on mechanistic knowledge. The 
correlation analysis and ranking are performed using BMIFS to 
determine the auxiliary variables. Meanwhile, MIC is applied to 
calculate the correlation among the features with different delays to 
derive the delay time of the set of auxiliary variables.  

• Concentration modal decomposition. The FEVMD is utilized to 
divide the inlet NOx concentration into simple and smooth IMF and 
residual pairs. The subsequences extract the deep time-frequency 

Table 6 
Description of the datasets.  

Dataset Data volume Load scopes NOx scopes 

D1 6000 [178.22–242.69] [305.60–477.03] 
D2 6000 [239.27–380.42] [97.71–181.86] 
D3 6000 [593.85–603.13] [142.77–159.05] 
D4 6000 [368.21–551.85] [178.89–272.75]  

Fig. 7. The images of the experimental datasets.  

Table 7 
The best number of decomposition layers and penalty factors.  

Dataset Decomposition number Penalty factor 

D1 8 3100 
D2 9 4200 
D3 8 2200 
D4 9 3600  

2 X̂ i is the predicted concentration value. Bi indicates the network that gen-
erates backcasting output. 
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information. The randomness of the residuals generated by the 
decomposition is filtered according to the permutation entropy. 

• Model training. Input NOx concentration subsequences and recon-
structed auxiliary variables into the model. Initialize the model pa-
rameters. Set the parameters for model training, such as learning rate 
and number of iterations.  

• Model testing. Input test dataset. Output the prediction results of 
NOx concentration by the BM-GNN model. 

5. Prediction experiment and analysis 

5.1. Experimental datasets 

In this research, we conduct prediction comparison experiments 

utilizing historical operating data from a 600 MW coal-fired generating 
unit in a power plant in Hebei, China. To validate the model’s gener-
alizability, we selected the measured data in different unit operation 
states to form the experimental datasets. Because the load coverage of 
the four datasets is extensive, including four operating states such as 
rising and falling load, high load, and ultra-low load under deep peak-
ing, they can fully reflect the power plant’s various operating 
characteristics. 

For convenience, the four datasets are denoted as D1, D2, D3, and 
D4. The datasets contain a total of 24,000 sample points. The data 
sampling interval is 10s. The division ratio of the training set, validation 
set, and test set is 7:1:2. Table 6 provides the load coverage of four 
datasets. The load variation range contains the vast majority of the unit’s 
operating states. Fig. 7 presents images of the four experimental 
datasets. 

Fig. 8. Results of NOx concentration decomposition for D1 and D2 datasets .31  

Table 8 
The central frequency and permutation entropy of each mode a.  

Mode D1  D2  

uk ep uk ep 

Mode1 0.0002 0.6694 0.0002 0.7001 
Mode2 0.0036 0.9370 0.0022 0.8347 
Mode3 0.0063 1.1243 0.0046 0.9530 
Mode4 0.0102 1.2121 0.0086 1.1348 
Mode5 0.3538 2.1416 0.0233 1.8147 
Mode6 0.0920 2.9913 0.0585 2.5937 
Mode7 0.1071 3.1467 0.1052 3.0360 
Mode8 – – 0.2000 3.8188 
Residue 0.1988 3.7592 0.2947 3.9513  

a The results of D3 and D4 are given in the supplementary materials 
(Table 13). 

Table 9 
Reconstructed signal performance comparison a.  

Mode D1 D2 

R2 MAE RMSE MAPE TIME(s) R2 MAE RMSE MAPE TIME(s) 

EMD 0.8889 1.2275 1.3180 1.5909 1.5534 0.8750 0.6079 0.7552 1.0328 1.5602 
VMD 0.9013 0.9582 1.1255 1.1740 2.0896 0.9166 0.5130 0.6697 0.9271 2.0701 
CEEMD 0.9439 0.5372 0.9815 1.3126 2.0731 0.9283 0.4977 0.5916 0.7943 2.0755 
HVMD 0.9850 0.3673 0.7391 0.9945 2.5721 0.9523 0.2712 0.3560 0.6723 2.5031 
FEVMD 0.9899 0.3140 0.5631 0.7539 2.7606 0.9794 0.1916 0.2886 0.4933 2.9270  

a The results of D3 and D4 are given in the supplementary materials (Table 14). 

Table 10 
Model parameter setting.  

Parameter Numerical setting 

Window size 20 
Multi layer 10 
Train length 7 
Valid length 1 
Test length 2 
Dropout rate 0.1 
Decay rate 0.5 
Leakyrelu rate 0.2 
Learning rate 0.0001 
Batch size 32 
Norm method Z_Score 
Optimizer RMSProp  
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It should be noted that the NOx concentration data will produce 
significant distortions during the CEMS blowback [41]. We mark this 
part of the data when the blowdown signal is issued and do not use it. 

5.2. Assessment indicators 

We choose the assessment indicators of mean absolute error (MAE), 
root mean square error (RMSE), mean absolute percentage error 
(MAPE), and determination coefficient (R2) to reflect the prediction 
performance of the model. The calculation formula is: 

MAE=
1
N
∑N

t=1
|x(t) − x̂(t)| (23)  

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N
∑N

t=1
(x(t) − x̂(t))2

√
√
√
√ (24)  

MAPE=
1
N
∑N

t=1

⃒
⃒
⃒
⃒
x(t) − x̂(t)

x(t)

⃒
⃒
⃒
⃒ (25)  

R2 =1 −

∑n

t=1
(x(t) − x̂(t))2

∑n

t=1
(x(t) − x(t))2

(26)  

where x(t) is the real NOx concentration value. x̂(t) is the forecasted 
NOx concentration value, and N is the total number of data. 

5.3. NOx concentration decomposition 

The inlet NOx concentration is adaptively decomposed using FEVMD 
in this research. The time-series data are decomposed into simple and 
smooth subsequences and residual pairs. Table 7 provides the best 
number of decomposition layers and penalty factors for four datasets. 

Fig. 8 depicts the NOx concentration decomposition results for D1 
and D2. The central frequency (uk) and permutation entropy (ep) of each 

mode are shown in Table 8. According to the results, the permutation 
entropy exhibits a positive correlation with the central frequency. The 
residual term has a relatively large value of permutation entropy. 
Therefore, we use the permutation entropy [42] as a random metric 
reference and set a threshold value of 3.80 to filter the invalid residuals. 

We conduct signal reconstruction experiments to further validate the 
effectiveness of FEVMD. The comparison methods include VMD [19], 
EMD [20], CEEMD [12], and HVMD [43]. Table 9 compares the signal 
reconstruction results of D1 and D2. 

According to the results, the reconstructed signal after FEVMD has 
the highest correlation with the original signal. In terms of R2, MAE, 
RMSE, and MAPE, FEVMD’s reconstruction accuracy is superior to the 
other compared methods. The effectiveness of the proposed method 
improvement is demonstrated. 

5.4. Comparative experiments 

We compare the prediction performance of the proposed BM-GNN 
with a variety of models to experimentally validate its effectiveness. 
The single models GRU [14], BP [44], and StemGNN [32], as well as the 
recently proposed hybrid models CA-LSTM4 [12] and AE-ELM [13], are 
included in the comparison models. The experimental datasets are D1, 
D2, D3, and D4. 

The auxiliary variables are entered based on the BMIFS correlation 
analysis results. The datasets are rebuilt utilizing the time delays shown 
in Table 5. Table 10 displays the parameter settings for the BM-GNN 
model. The remaining comparison model parameters are kept 

Table 11 
Comparison of NOx concentration prediction results a.  

Model D1 D2 D3 D4 

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 

GRU 1.61 1.96 0.44 2.45 3.23 1.65 1.80 2.08 1.21 2.30 2.41 1.22 
BP 1.76 2.11 0.48 2.94 3.78 2.00 1.87 2.17 1.26 2.69 2.82 1.43 
AE-ELM 1.43 1.78 0.39 1.69 2.28 1.13 1.27 1.48 0.85 1.75 1.85 0.94 
CA-LSTM 1.38 1.71 0.37 1.99 2.63 1.34 1.07 1.26 0.72 1.83 1.94 0.98 
StemGNNy 1.59 1.94 0.43 2.03 2.64 1.37 1.45 1.68 0.98 2.07 2.18 1.10 
StemGNN 1.47 1.81 0.40 1.87 2.41 1.25 1.39 1.62 0.94 1.98 2.09 1.06 
BM-GNNy 1.12 1.46 0.30 1.44 1.94 0.96 0.97 1.15 0.66 1.74 1.85 0.93 
BM-GNN 1.00 1.34 0.27 1.38 1.79 0.92 0.85 1.01 0.58 1.40 1.50 0.75  

a .y denotes the prediction model without MIC time delay reconstruction. 
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Fig. 9. Predicted concentration results for D1 dataset.  
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Fig. 10. Predicted concentration results for D2 dataset.  

Fig. 11. Predicted concentration results for D3 dataset.  

3 To shorten the text, the results of the decomposition of D1 and D2 are 
shown in the supplemental materials (Fig. 15). 4 We abbreviate CEEMDAN-AM-LSTM as CA-LSTM in Ref. [12]. 
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unchanged from the original articles. The experimental training and 
testing procedures are implemented in Python version 3.7. 

Table 11 summarizes the prediction results for each model. 
Figs. 9–12 present the prediction curves for the four datasets. We can 
obtain that: 1) Due to the complex engineering characteristics of the 
thermal process data, such as nonlinearity and non-smoothness, it is 
difficult to achieve better prediction results with a single prediction 

model. Single models such as GRU, BP, and SVM have lower prediction 
accuracy than hybrid models such as CA-LSTM and AE-ELM. 2) After 
calculating the time delay with MIC and reconstructing the dataset, the 
influence of the boiler combustion process delay on the prediction ac-
curacy of NOx concentration is reduced. The BM-GNN prediction ac-
curacy is enhanced. 3) On all four datasets, BM-GNN outperforms the 
Sother comparison methods in prediction. Meanwhile, the proposed 
model’s prediction accuracy and generalization performance are 
significantly improved over StemGNN, and the performance is nearly 
identical across the four datasets. This is because the addition of signal 
decomposition and auxiliary variables allows the model to capture and 
fuse inter-feature correlations and time dependencies more effectively, 
improving overall prediction results. 

5.5. The effectiveness of the StemGNN method 

To validate the prediction effect of StemGNN in the hybrid model 
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Fig. 12. Predicted concentration results for D4 dataset.  

Table 12 
Prediction results for each mode of the D1 dataset a.  

Mode ARIAM LSTM StemGNN 

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 

Mode1 0.49 0.70 1.56 0.50 0.72 1.57 0.55 0.82 1.67 
Mode2 0.44 0.61 2.57 0.37 0.55 2.01 0.40 0.61 2.26 
Mode3 0.30 0.57 3.62 0.29 0.42 2.90 0.37 0.50 3.35 
Mode4 0.25 0.40 5.62 0.20 0.36 5.60 0.22 0.39 5.62 
Mode5 0.20 0.37 8.01 0.19 0.34 6.58 0.17 0.32 6.43 
Mode6 0.19 0.29 9.01 0.14 0.27 8.19 0.13 0.21 7.01 
Mode7 0.15 0.23 10.07 0.13 0.22 10.19 0.10 0.15 9.07 
Residue 0.12 0.18 11.78 0.10 0.17 12.10 0.09 0.12 11.73  

a The results of D2, D3, and D4 are presented in the supplementary materials (Tables 15–17). 

Fig. 13. Fitting results of forecasted and real values of different models: (a) Results of BM-GNN on D1; (b) Results of M-GNN on D1; (c) Results of BM-GNN on D2; (d) 
Results of M-GNN on D2. 
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based on signal decomposition, we perform a prediction effect com-
parison experiment in different modes. The comparison method employs 
the widely used timing prediction methods ARIAM and LSTM. Table 12 
presents the comparison results for D1. 

According to the results, StemGNN performs well in both low- 
frequency and high-frequency prediction modes. For each mode, the 
prediction accuracy of LSTM is higher than that of ARIAM. StemGNN’s 
prediction performance is comparable to LSTM in low-frequency modes 
and superior to LSTM in high-frequency modes. Therefore, StemGNN 
can show its own excellent prediction performance in multivariate 
hybrid prediction models based on signal decomposition. 

5.6. The effectiveness of the BMIFS method 

Fig. 13 depicts a comparison of the model’s prediction results with 
and without the addition of BMIFS extracted auxiliary variables. D1 and 
D2 are taken as examples. According to Fig. 13(b)(d), the fitted line of 
the model without auxiliary variables (M-GNN) deviates from the ideal 
straight line. The area of both the 95 % confidence interval and the 
prediction interval is larger. The slopes of the two fitted curves are 0.89 
± 0.003 and 0.79 ± 0.002. There is a large error between the predicted 
and true values. 

From Fig. 13(a)(c), the prediction results of the BMIFS extracted 
auxiliary variable model (BM-GNN) are essentially distributed around 
the ideal straight line. The slopes of the two fitted curves are 0.92 ±
0.002 and 0.85 ± 0.002. The area of the prediction interval and the 95 % 
confidence interval are both small. Therefore, the prediction perfor-
mance of the model improves significantly after incorporating the 
auxiliary variables extracted by BMIFS. The proposed BMIFS method’s 
effectiveness is demonstrated. 

5.7. The effectiveness of the FEVMD method 

The prediction errors for the model with modal decomposition using 
FEVMD (BM-GNN), the model without modal decomposition (B-GNN), 
and the other models are compared in Fig. 14. The normal distribution 
curve of the absolute error is depicted on the left side of the box shape. 
The red line in the box shape represents the median error. The lower the 
median error and the more concentrated the absolute error distribution 
range, the better the model’s prediction accuracy. 

According to Fig. 14, FEVMD reduces the median and absolute error 
of prediction results after modal decomposition of NOx concentration. 
Its prediction performance in the four datasets tends to be consistent 
when compared to the comparison method. The prediction accuracy and 
generalization performance of the model have greatly improved. The 
effectiveness of the proposed FEVMD method is demonstrated. 

6. Conclusions 

Accurate NOx concentration prediction is critical for controlling 
pollutant emissions from coal-fired power plants and protecting the 
environment. Due to the nonlinearity, coupling, and hysteresis of the 
SCR system, NOx concentration prediction models frequently perform 
poorly in terms of accuracy and generalization. We propose a data- 
driven hybrid prediction model (BMFE-MFST-GNN) to address this 
problem. First, FEVMD is proposed to decompose NOx concentration 
into multiple subsequences. Second, BMIFS is developed to determine 
the auxiliary variables to improve the model prediction accuracy. 
Finally, MFST-GNN constructs and iterates the graph structure infor-
mation between features to achieve NOx prediction. We conduct 
comparative experiments utilizing actual historical operating data from 
a 600 MW coal-fired generating unit at a power plant in Hebei, China. 
The results demonstrate that the proposed method outperforms several 
comparable methods in predicting NOx concentrations under various 

Fig. 14. Comparison of prediction error results of the models.  
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operating conditions, including rising and falling loads, high loads, and 
ultra-low loads. 

The hybrid prediction model provides a new solution to the complex 
NOx concentration prediction problem. However, there are also some 
weaknesses in the proposed model. At this stage, the problems of coal 
property variation, operation condition division, model failure, and 
blowback data distortion still impede the practical application of many 
prediction models in the NOx prediction task. In our future research, we 
will further consider and attempt to solve these problems. Meanwhile, 
we will continue to deepen our collaboration with power plants to 
discuss the possibility of applying the models to actual operating 
systems. 
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